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ACRONYMS and DEFINITIONS

AMESD African Monitoring of Environment for Sustainable Development

ACMAD African Centre of Meteorological Applications for Development

AGRHYMET Centre Régional de Formation et d’Application en Agrométéorologie et
Hydrologie Opérationnelle

AU African Union

BDMS Botswana Department of Meteorological Services

CICOS Commission Internationale du Bassin Congo-Oubagui-Sangha

CWG The MESA Continentalisation Working Group

EO Earth Observation

EUMETSAT European Organisation for the Exploitation of Meteorological Satellites

EUMETCast EUMETSAT'’s primary dissemination mechanism for the near real-time delivery
of satellite data and products

FTP File Transfer Protocol

GIS Geographical Information System

I0C Indian Ocean Commission

JRC Joint Research Centre of the European Commission

LAN Local Area Network

MESA Monitoring for Environment and Security in Africa

MOI Mauritius Oceanography Institute

REC Regional Economic Communities

RIC Regional Implementation Centre

TA Technical Assistance

TAT Technical Assistance Team

THEMA Regional and Continental Thematic Actions
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1. INTRODUCTION

1.1 SCOPE OF THE DOCUMENT

This document describes how to maintain the eStation 2.0 application, installed on the MESA
computers, or on a different hardware. It is meant mainly for the IT Specialist taking care of the basic
operations of configuring the system, performing diagnostic actions and recovering from faulty
conditions are described. It also contains some additional insights in the eStation 2 (Chapter 4) for
Advanced Users willing to further customize the processing performed on the system.

1.2 DOCUMENT ORGANIZATION

The present document is structured into the following chapters:

e Chapter 2: Access to the Station

It describes how to connect to the system, both from the local PC and from a remote computer
that can access the eStation through a LAN.

e Chapter 3: System Maintenance

It describes the main operations to be performed for the system maintenance, including
monitoring the disk space, perform diagnostic and recovery operations.

e Chapter 4: System Description

It describes the organization of the System in terms of directory structure, postgresql database
structure. It is often used as a reference from other chapters of the document.

e Chapter 5: Trouble Shooting

It describes the most common errors/problems that can be found on the system and how to
deal with them.

e Annex: MESA Station Administration and Maintenance Manual
This document is generated by the Supply Contractor and represents a Reference Document
(RD-3) for the current one. Therefore it is attached to the current document in order to facilitate
reading of the User (many references are done to RD-3).
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1.3

APPLICABLE AND REFERENCE DOCUMENTS

Id Title Date Reference
AD-1
AD-2
AD-3
AD-4
Table 1: Applicable documents
Id Title Date Reference
RD-1 eStation 2.0 User Manual October 2015 MESA/DOC/eStation/UserManual
RD-2 MESA Station SW Installation | November 2015 TASF-MESA-MIM-10 (EN)
Manual TASF-MESA-MIM-13 (FR)
RD-3 MESA Station Administration | November 2015 TASF-MESA-MAM-11
and Maintenance Manual

Table 2: Reference documents

eStation 2.0 — Administration Manual Page 2




2. ACCESS TO THE ESTATION 2.0

This section describes how to log in the MESA Station, which are the defined Users, and how to access
the dataset from an external PC

2.1 LoGINTO PC2 AND PC3

The following Users are defined on the AMESD/MESA computers for eStation 2:

Name Password Role Comments
adminuser mesadmin Manages the installation, the He/she is expected to
upgrades and ensure maintenance be an IT System
of the system Administrator.
He/she has

administrative rights
on the machine!

analyst mesa2015 Thematic Expert using the system to | He/she is expected to
perform environment monitoring. be an Environmental
Analyst.

Table 3: eStation2 Users

When the computer is switched on, a login interface is presented (see Figure 1); the User can log as

‘adminuser’ (for maintenance and configuration) or as ‘Thematic User’ (for normal usage of the
eStation).

=", adminuser User

-

Other..

Figure 1: Login Users

11n the Linux terminology, the adminuser has ‘root’ rights and can execute ‘sudo’ commands.
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The user is requested for the ‘password’ (see Table 3) to be entered, as represented in Figure 2.

‘ 8 eStation Thematic User _I

k.
Password: [| ]

I Cancel H Log In I

Figure 2: Login Password

Please note that according to the language of the installation, the keyboard is also assigned as
‘QWERTY’ or ‘AZERTY’. It might happen that the password is not accepted because the keyboard you
are using does not correspond to the Language settings. In this case, change the ‘Language’ by clicking
on the menu at the bottom line of the monitor (see Figure 3).

A4, eStation Thematic User
]

password: [

| cancet |[ togmn |

Figure 3: Change language at login
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2.2 REMOTE ACCESS TO THE ESTATION

The eStation 2.0 is meant to be connected to a LAN in the beneficiary Institution, in order to allow the
access to its datasets and its web-client interface from other computers. The configuration of the IP
addresses in order to connect to a LAN is done in the MESA Station SW Installation Manual (RD-2) in
paragraph 8.1.

In alternative, a desktop or laptop can be added to the MESA LAN, by connecting it to the provided
switch. In paragraph 2.2.1 we describe how this operation can be done on Windows 7 machines. This
operation varies according to the OS, and might require the assistance of your System Administrator.

Once the external PC and the MESA computers (PC1, PC2 and PC3) are on the same network, it is
possible to access the eStation datasets (see2.2.2) and the eStation GUI (see 2.2.3) from the external
computer.

2.2.1 Connecting a Windows PC to the MESA LAN (optional)

If a Windows computer is connected to the switch of the MESA Station, its configuration has to be
modified in order to ‘manually’ assign an IP (v4) in the same ‘Subnet’ as the other three computers. In
Figure 4 an example of configuration (for Windows 7) is shown, and an IP equal to 192.168.0.8 is
assigned to the machine.

Bl i it = [
s . . | et
| & Local Area Connection Properties P9
Networking | Connect
Gr | 5
|' Internet Protocol Version 4 (TCP/IPvd) Properties M
General-_.

T You can get IP settings assigned automatically if your network supparts

this capahility. Otherwise, you need to ask your network administrator
for the appropriate IP settings.

() Obtain an IP address automatically
(@) Use the following IP address:

IP address: 192 .168. 0 . 8
Subnet mask: 255,255,255 . 0
Default gateway: 192 .168. 0 . 1

Obtain DNS server sddress automatically
(@) Use the following DMNS server addresses:

Preferred DNS server:

Alternate DMS server:

[ validate settings upon exit e

[ OK ] [ Cancel |

[]

)

Figure 4: Network configuration in Windows 7

eStation 2.0 — Administration Manual Page 5



The above configuration allows having the additional computer on the same network as MESA PCs,
which can therefore be accessed through their IP address. In order to access by using the hostname
(e.g. MESA-PC2), the ‘hosts’ file in directory ‘Windows\System32\drivers\etc\’ has to be edited to
define the correspondence between IPs and hostnames. After this operation, the PC has normally to
be rebooted.

| CAWindows\System32\drivers\etc\hosts - Notepad ++ = |
File Edit Search View Encoding Lenguage Settings Macro Run Plugins Window ? X
5 HE 2 o & | & |ﬁ{§§“§3‘—‘-ll§ﬁ:—Jlo.@@rﬂ‘@‘?}'

# Copyright (c) 1993-2009 Microsoft Corp.

# This is a sample HOSTS file used by Microsoft TCP/IP for Windows.

# This file contains the mappings of IP addresses to host names. Each
# entry should be kept on an individual line. The IP address should

# be placed in the first column followed by the corresponding host name.
# The IP address and the host name should be separated by at least one

# Additionally, comments (such as these) may be inserted on individual
# lines or following the machine name denoted by a '#' symbol.

%
4
#
#
#
4
F
s
# space.
F
Fy
#
'
# For example:
#
s
s

102.54.94.97 rhino.acme.com # source server
38.25.63.10 X.acme.com # x client host
# localhost name resolution is handled within DN5 itself.
# 127.0.0.1 localhost
i % ::l localhost
2 192.168.0.5 MESA-PC2
3 192.168.0.6 MESR*PC#

Nermal text file length: 876 lines: 25 Ln:23 Col:24 Sel:0 Dos\Windows ANSI INS

Figure 5: Modify the host file in Windows 7

2.2.2  Access the eStation dataset via ftp.

Once the eStation PCs are accessible on a LAN, you can use an ftp client to browse the eStation
directories; in the following we use —as an example — the Filezilla tool (see Figure 6).

For the connection, you have to enter the following parameters:

Host: either the machine IP or the hostname?
Username: ‘adminuser’ or ‘analyst’
Password: ‘mesadmin’ or ‘mesa2015’

Port: 223

Note that in the example of Figure 6 the IP 192.168.0.5 is indicated, and that has to be changed
according to the real IP of the machine (normally, 192.168.0.152 for PC2 and 192.168.0.153 for PC3).

2 The hostname will work, ONLY if configured on the local machine —see 2.2.1.

3 For sftp connections, you can either indicate the host preceded by the stfp:// string, or port=22
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File Edit View Transfer Server Bookmarks Help

I - IR gEaArn

| Host: sftp://192168.05  Usemame: adminuser Password: sesesses Port: 'g[[j}:kz;;m;';&‘a
Status: Disconnected from server
Status: Connecting to 192.168.0.5...
Status: Connected to 192.168.0.5
Status: Retrieving directory listing...
Status: Listing directory /home/adminuser
Status: Directory listing of "/home/adminuser” successful
Local site: | CAUsers\clerima DOTRIL20L774\ v | Remote site: | /home/adminuser
- A clerimaDOIRIL201774 NENY
cottaan &2 home
| debrode G J) adminuser
G- )y Default
..... Nefanlt |eer

Figure 6: Filezilla to access eStation data

At the first connection to the machine, the system will raise the message of ‘Unknown host key’ (see
Figure 7): click on OK.

Unknown host key [&J

o The server's host key is unknown. You have no guarantee that the server is
[ |

' the computer you think it is.
Details
Host: 192.168.0.6:22

Fingerprint: ssh-rsa 2048 00:2d:50:¢9:b3:7 :7d:f7:33:a5:40:37:82:13:d0:39

Trust this host and carry on connecting?
[7] Abways trust this host, add this key to the cache

| ok || cancal

Figure 7: Confirm host key message

At this point, you will see in Filezilla the right panel, the eStation-PC2 filesystem, and the home
directory of the User you have indicated for the connection. You can navigate to a different directory
(e.g. /data/processing/) and copy locally the desired files.

File Edit View Iransfer Server Bookmarks Help
T 7 o TR R TR o
§ Host  etp/19216805  Usename ™~ Password: weaswses Port: Quickeenneet | = |
Sratuz Disconnected from server B - T T
[Sxatuse Connecting to 192.168.0.5..
Seatus: Connected to 19216805
Saatus Retrieving directory fisting.
Status: Listing directary /home/sdminuser
[Status: Directory listing of “/home/sdminuser” successful
Locel site | C\Users)clerime. DO1RL 201774, = | Remote site: | Mhome/adminuser
- B clerima DOLRIL20ITTA SEEY
cottaan =& home
debrode - L adminuser
Default
LT

Figure 8: eStation accessed in Filezilla

2.2.3  Access the eStation GUI from a browser.

In order to see the eStation graphical interface from the Windows PC, it is enough to open a browser
(Internet Explorer in our example) and enter the machine IP or hostname?.

The result of the connection is shown in Figure 9: you can navigate through the different tabs
(Acquisition, Processing and so on) and perform the same actions as when you are operating directly
on the machine. An option is also to open in the browser two different tabs, for having access on PC2
and PC3 at the same time.

This remote operation option is indeed powerful and risky at the same time, as you can remotely stop
the services (Acquisition and Processing) and de-activate the server data processing: we therefore
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recommend to be especially careful, especially when remotely accessing the computer performing the
processing (PC2, in Nominal Mode).

we5tation 2 - European Commission - Mozilla Firefox
| % eStation 2 - Europea... x | =k

% @localhostMang=cng v & | |[@v Google TR -

(RMESA \L_,'@QL.Q' ! eStation 2 - Earth Observation Processing Service

MESA Full eStation

|
L]

sarvices: .Q. Eumetcas! . F el
s ! -“ intsrnat o
L3 ingest - »
D £# Processing o
FT8 £ systom - o
E3 Data synenranization -
h 4 DB Synchronization v q
[ Active version 204 Actve veraisn 208
Mode Hominal mode Mo Nomina mode
PostgreSaL Status (1} Postgresal Stat (b
Intarnat connection all Inbarmat cannsction <

Figure 9: eStation GUI from a remote PC.

2.2.4 Connection by remote shell (ssh)

Both PCs are equipped with the ssh protocol (part of CentOS). Therefore, any host connected to the
same network as the eStation will be able to remotely access it, to open a ‘terminal’ session and to
type commands, as if the user was physically connected to the console.

Note that a software client, such as PuTTY (directly and freely downloadable from the internet) is
required. Also, if there is a firewall between your host and the eStation the ssh connection will
probably not work. In such case ask assistance to your system administrator.
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25 PuTTY Configuration

Categony:
(= Session ~ | Basic optians for pour PUTTY session
. L.oglglng Specify your connection by host name or [P address
=l
= e Host Marne (o IP address) Fort
Keyboard P =Ll
Bel [192.168.09 JREE |
Features Protocal:
= Windaow | ) Raw O Telet (O Rlogn - () 55H
A
Bppearance Load, save o delete a stored session
ehaviour
Tranzlation .S aved Sessions .
Selection | |
Colours

= Connection | . | Load

Proxy
Rlagin
=- 55H
R Cloze window on exit:

i;";h 0 Odways O MNever (3 Only on clean exit

Tunnels Sl

About ] ’ Help ] Open Lancel

Figure 10: Example of PuTTY connection screen

In PUTTY —see Figure 10 - you have to enter the same parameters as for the ftp connection, i.e. the IP
of the machine (which should correspond to the real one — do not consider the 192.168.0.5 that is only
for example) and the port 22. Again, a message notifying the ‘new host key’ might be displayed, and
has to be acknowledged (type ‘YES' — see Figure 11).

PuTTY Security Alert

N

The server's host key is not cached in the registry. You
hawe no guarantee that the server is the computer vou
think it is.

The server's rsaz key fingerprint is:

ssh-rsa 2048 be: 65 2a:F1:67:F2:80 a8 48 71,700 79 30:40:40: 76 |t
IF wou trusk this host, hit Yes to add the key to TR
PuTTY's cache and carry on connecting, 4
IF wou want ko carry on connecting jusk once, without
adding the key to the cache, hit ho, SSH
IF wou do not trust this host, hit Cancel ko abandon the =)
conneckion,

[ Yes ] [ Mo ] [ cancel | [ Help ]

s | Detault Hethngs
(=) Connection ‘ @
Data S
i
-Rlogin |
= 55H
e Cloze window on exit:
;'_T;h | O ddways ) Never (=) Only on clean exit
Tunnels bt |
Abaut ] [ Help ] [ Open ] [ Lancel

Figure 11: PuTTY first connection

Afterwards, the Username and password are requested, before opening the ‘terminal’ session on
the machine.

eStation 2.0 — Administration Manual Page 9



3. ESTATION MAINTENANCE

This section describes the main operations to perform for the system maintenance, including
monitoring the disk space, perform diagnostic and recovery operations.

3.1 MONITORING THE STATUS OF THE SYSTEM

3.1.1 Monitoring the status of the disk

The MESA eStation 2.0 is installed on DELL Optiflex 9020 machine equipped with two 1 TB disks, in
RAID1 redundant configuration.

The User can check this configuration in several ways, according to the status of functionality of the
system.

Check the disk status by using CentOS tools

CentOS makes available a ‘Disk Usage Analyser’ tool from the Applications -> System Tools menu (see
Figure 12).

&5 |Places system @ & [Z

82 Accessories

I{’jj Education
2% craphics
@ Internet

f] office

< Programming

WoOoWOOW W Y Y Y

i sound & Video

Automatic Bug Reporting Tool

(&) CD/DVD Creator

&) L

Check folder sizes and available disk space

[E) File Browser

Terminal

STORE N GO

Figure 12: Disk Analyser Tool

Once started, it visualizes the total filesystem capacity and the Usage (see Figure 13) and allows
additional operations like the scanning a specific directory, to see the total size it occupies in the
filesystem.
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- Disk Usage Analyzer - o x
Analyzer Edit View Help

il scanHome ) Em =P

Total filesystem capacity: 908.1 GB (used: 36.5 GB available: 871.6 GB ) View as Rings Chart &

Total filesystem usage [ 40% 36.5GB

Figure 13: Disk Usage Analyser View

Check the status of RAID1 disk

The MESA computers host two HDs of 1 Tb in RAID1 configuration. The checking and administration
of the RAID 1 is described in MESA Station Administration and Maintenance Manual (RD-3) in
paragraph 7.3.
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3.1.2 Monitoring the status of the System

The CentOS installation offers a ‘System Monitor’ Utility that can be accessed from the main Menu
(Applications -> System Tools -> System Monitor) as displayed in Figure 14.

[w% | Places system @ &=

28 Accessories
I{Jjj Education
5% Graphics

anw

@ Internet

fi] office

1 Programming

WOoOWOWV OV VWY

i sound & video

Automatic Bug Reporting Tool

Taasl

(&) cD/DVD Creator

&) Disk Usage Analyzer

-

= pisk utility

[E] File Browser

View current processes and monitor system state

Figure 14: System Monitor utility

The application is composed by 4 tabs, starting from the ‘System’ one, which displays the name of the
computer (‘hostname’, which is MESA-PC3 in case of Figure 15).

& System Monitor
Monitor Edit View Help

System || Processes | Resources  File Systems

MESA-PC3

CentOS
Release 6.6 (Final)
Kernel Linux 2.6.32-504.el6.x86_64
GNOME 2.28.2

Hardware

Memory: 31.3 GiB

Processor 0: Intel{R) Xeon{R) CPU E5-2609 0 @ 2.40GHz
Processor 1: Intel(R) Xeon{R) CPU E5-2609 0 @ 2.40GHz
Processor 2: Intel(R) Xeon(R) CPU E5-2609 0 @ 2.40GHzZ L
Processor 3: Intel(R) Xeon(R) CPU E5-2609 0 @ 2.40GHz
Processor 4: Intel(R) Xeon(R) CPU E5-2609 0 @ 2.40GHZ
Processor 5: Intel(R) Xeon(R) CPU E5-2609 0 @ 2.40GHz
Processor 6: Intel(R) Xeon(R) CPU E5-2609 0 @ 2.40GHz
Processor 7: Intel(R) Xeon(R) CPU E5-2609 0 @ 2.40GHz

(T

System Status
Available disk space: 846.3 GiB

Figure 15: Monitor Tab - System Description

The most relevant tab is ‘Resources’ (see Figure 16), where the status of usage of CPUs, including a
short history of usage, is displayed, together with the history of memory use and ‘Swap’ operations
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and the Network History, which reports on the amount of data exchanged on the LAN, both in
reception and uploading.

System Monitor

Monitor Edit View Help
System | Processes ||Resources)| File Systems
CPU History
10 %
5%
50 %
5%
0% AN . PR -~
60 seconds 50 a0 £ ) 20 o o
[ cpul 5.9% [ cru2 5.0% I cPU3 0.0% I cPu4 1.0%
I cPus 2.0% [ cru6 0.0% I cPU7 0.0% I cPUB 0.0%

Memory and Swap History

100%
5%
0%
5%
0%
60 seconds 50 20 30 20 10 o
Memory ® Swap
2.7 GiB (8.5 %) of 31.3 GiB 0 bytes (0.0 %) of 15.7 GiB

Network History
4.0 Kibfs
3.0 KiB's

2.0 Kifis
1.0 Kibis
0.0 Kiffs

60 seconds 50 20 30 0 0 [}

@ Receiving 0 bytes/s g Sending 0 bytes/s
Total Received 1.1GiB Total Sent 52.0 MiB

Figure 16: Monitoring System Resources

Another relevant tab is the ‘Processes’ one, where the list of active processes, their status, their usage
of computer resources (%CPU and Memory) is displayed, alike in the Windows ‘Task Manager’.

System Monitor - o x
Monitor Edit View Help

System || Processes|| Resources | File Systems

Load averages for the last 1, 5, 15 minutes: 0.08, 0.05, 0.00

Process Name ~ | Status % CPU Nice |ID Memory  Waiting Channel Sessg

W abrt-applet Sleeping 0 0 18493 1.1 MiB poll_schedule_timeout

@ bacbab Sleeping 0 0 18797 3.9 MiB poll_schedule_timeout

bash Sleeping 0 0 19039 364.0KiB n_tty_read

(B bash Sleeping 0 0 18914 356.0KiB n_tty_read

W bluetooth-applet Sleeping 0 0 18468 2.0 MiB poll_schedule_timeout

<» bonobo-activation-server  Sleeping 0 0 18444 2.9 MiB poll_schedule_timeout

W clock-applet Sleeping 0 0 18686 2.7 MiB poll_schedule_timeout

<» dbus-daemon Sleeping 0 0 18317 828.0KiB poll_schedule_timeout

< dbus-launch Sleeping 0 0 18316 236.0KiB poll_schedule_timeout

[ gconfd-2 Sleeping 0 0 18397 3.2 MiB poll_schedule_timeout

< gconf-helper Sleeping 0 0 18582 484.0KiB poll_schedule_timeout

<» gconf-im-settings-daemon Sleeping 0 0 18680 312.0KiB poll_schedule_timeout

¥ gdm-userswitch-applet  Sleeping 0 0 18690 2.5 MiB poll_schedule_timeout

<» gdu-notification-daemon  Sleeping 0 0 18476 1.4 MiB poll_schedule_timeout

< gnome-keyring-daemon  Sleeping 0 0 18298 620.0KiB poll_schedule_timeout «& =

[ gnome-panel Sleeping 0 0 18440 38.5 MIiB poll_schedule_timeout &

[#3 gnome-powermanager  Sleeping 0 0 18464 1.4 MiB poll_schedule_timeout <& &

<» anome-ptv-helper Sleepina 0 0 18913 6BN.0KiR unix sfream recvmsn 9}
m [ [z

|End Process|

Figure 17: System Processes
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3.1.3 Checking the Log files

All eStation2 logfiles are created in the /eStation2/log directory, and they are not touched by the
upgrade to a newest version of the system. We have implemented for all python modules a logfile
named according to the position of the .py file, and its name; e.g. the apps.acquisition.ingestion.log is
created by the module ingestion.py, located under the eStation 2.0 base directory, in
.Japps/acquisition directory (i.e. the file /var/www/eStation2/apps/acquisition/ingestion.py).

The log mechanism generates and keeps 4 versioned files for each of python module: the latest
messages are in a file named with the suffix .log (e.g. apps.acquisition.ingestion.log), while the older
ones in files having a suffix from .1 to .3 (.3 is the oldest file).

Note that the log files generated by the Services, or related to a specific acquisition or processing
trigger, can be accessed in an easier and more direct way through the GUI (see User Manual Chapter
3); the access to the logfile directory is therefore suggested when the GUI is not working, or when the
User would like to see the full list of logfile, including the older ones (‘.log.1’ to ‘.log.3’)

A% Applications Flaces System @ & ¥ @ ) G o B Te0ct701500  adminuser User

a
File St View Search g
o 2 U fle Bt View G Boskmarks Tabs. Help
T daBack -
13| ||| esatice2 |flog o %% 0 [Listview
X Hame 5 Date Modified
800 scouisition ost_eumetcast log K8 [ 1 24 Sep 2015 10:03:02 AM CEST
P 2015 090353 AM CEST

B scquisition get_internet log.3 48.3 K8 plain text docun

s scquisiticn ingeation log 19,1 K8 agx
apgs acquisiion ingestion log 4B.BKE plain text docurrs
s scquisilion n 23,3 KB

apgr.scquisition ingestio W KE

EQCEUM:DATMSG:LST-SEVIRLISG
EO:EUM:DAT:MSG:L5T-SEVIRLIog 1
arast EO: EUM: DAT MSG-LST-SEVIRLlog 2
Bp5r get_eumetcast EO-EUM-DAT MSCLST-SEVIRLIoG S 48,7 KB plai Lext document Tha 24 Gep 2015 11:0%:21 PM CEST
g 3et_eurmetcant. EOCELM: DIAT MG WPE-GRIB log D Fri 75 Sep 2015 10:03:02 AM CEST
apgs get_eusetcant ED-EUM:DAT MSG:MPE-GRIB Jog L % pert Fri 25 5ep 2015 07:51:42 AM CEST
B get_eurmetcant B EUM:DAT MSGMPE-GRIB log 2 8 pl 01% 03854 AM CEST
MNP 60 eurmetcaet ECH EUM: DT MSG: MPE-GRIB fog )
3pgs get_eumsetcast. ED-EUM:DAT. MSG:RFE Jog
peicast. EC- EUM: DAT. MSGCRFE log 1
cast EC-EUM:DAT MSC-RFE Jog 2
st O ELM-DAT MS0-RFE Jog. 3
EOEUM:DATPROBAVE.1:NDVL.Jog
apps pet_eumetcast EO-EUM-DAT PROBAVZ 1 WOV log 1
rrietcast BO- ELM: DAT.PROBAVE LMDV Jog.2

£3 items, Free space: 11.2 GB

I sdminuser@MESA-PC..

Figure 18: Logfiles of eStation 2.0

eStation 2.0 — Administration Manual Page 14



3.2 IMPORTING DATASETS

On the eStation 2.0, a part from the ‘Get’ services, two mechanisms exist in order to populate the local
filesystem with EO datasets, namely:

1. Importing ‘Historical Archives’, which is mainly meant to be done after installation.

2. Importing ‘Request Archives’, which will copy to the local machine the missing data after
generation of a ‘User Request’.

Here below a table that summarizes the properties, and the differences, between the two
mechanisms.

Type of Archive Goal Data Type How to Notes
Install

Historical Populate the | The archives are in form of | By defining the | 1. Re-projection is
eStation after directories containing GTIFF | archive path | done from the original

X K files, with file naming like | under ‘System’ | mapset to User-

installation MESA_JRC_...tif tab and running | defined mapset

the python script | (typically from

(see 2.4.1. below) | Continent to Regional

extent).

2. Selection of relevant
data for the User is
done, by considering
the products/
subproducts activated.

Request Complete the | The archives are self- | By double- | 1. NO Re-projection is
extracting .bsx files containing | clicking on the | done: archives are
the eStation 2.0 products in | .bsx file (see | created on the mapset
GTIFF format. below). requested by the User.

missing data

2.NO selection is done;
all data are copied to
local filesystem.
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3.2.1 Historical archives import

As described in the User Manual in paragraph 2.4.9, after installation of the eStation the local disk has
to be populated with raster file generate by JRC. These archives are made available on an external
medium (usually an USB external disk) that as to be connected to the PC2.

Therefore, as first operation you have to be logged in as ‘adminuser’ and connect the external disk; at
this point, normally the disk is automatically recognized, mounted, and will appear on the ‘Desktop’
of the User (see Figure 19). In our example, the disk is labelled ‘MESA-2’ and you see this name on the
desktop. In particular, we have copied the archives in the ‘Archives2.0’ directory.

4% Applications Places System @ o [F [ ]

MESA-2
File Edit View Places Help

i
Anchives2.0 z SAECYCLEBIN

i

Test ingestion

B MESA-2 v |5 Items, Free space: 356.1 GB

Figure 19: Archives disk connected.

As a consequence, the files are visible in the filesystem under:

/media/MESA-2/Archives2.0

You have to enter this location in the ‘System’ tab, as ‘Archive directory’ and push the ‘SAVE’ button
to have the eStation record this variable (see Figure 20).

estation 2 - European Commission - Mozilla Firefox

% eStation 2 - Europea... x | <k

€ & locathost ~c| [ - #oB 3=
fmesa (9

[r—— Girmctary pathe
Typucl buiat Pt faser NorwwweSianon?
fxe ez Baseomporary. AmpeSiston?
Dt amneme
CATI Moot rgest dataingest
e A==
S Vi Archrer o aMEA Hrchivod &
0

Eumencast fles eumencast
Gied et oot elalaingesl

et Eumeicas
o

Database connection settings

&, Croato Systom Fieport  Jb Croate install Feport Hpset 1o lactory seltings save

Figure 20: Update location of the Historical Archives.
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Now you have to launch the python routine to execute the ingestion; open a terminal and change your
current directory to: /var/www/eStation/apps/tools (see Figure 21)

adminuser@MESA-PC2:~

File Edit View Search Terminal Help
[adminuser@MESA-PC2 ~]% cd ,-"-.farjm-n-:,-‘estation2,‘apps,ftools,‘l

Figure 21: Change dir for Ingestion

Enter the command: python ingest_historical_archives.py (see Figure 22)

adminuser@MESA-PC2:/var/www/eStation2/apps/tools

File Edit View Search Terminal Help

[adminuser@MESA-PC2 ~]% cd /var/www/eStation2/apps/tools/
[adminuser@MESA-PC2 tools]$ python ingest historical archives.py []

Figure 22: Start the ingestion

The ‘ingest’ routine starts scanning the defined directory, and does a local copy, optionally with
reprojection to the local ROI, of all subproducts that are relevant for the Thema defined. It is therefore
mandatory to execute this operation after having properly set the THEMA (see paragraph 3.9 of User
Manual).

The routine reports the images it is processing (see Figure 23). The duration of the process varies
according to the number of files to be treated, and goes from few minutes to an hour, or more.

AdmMINUEErGMESA-PLI:IVAT wwrw, 85 Lation 2/ appa/tocls

stine ingest file archive for File /media/MESA-2/Ar 2.0/ FLBdp A Gdpere 20150811 CHIRP-ATric.
r CHIRP-Africa-Ska 2.8.tif
CHIRP-Africa-Ska 2.8.tif
CHIRP-Africa-Ska 2.8.t1f
CHIRP-Africa-Ska 2.8.tif
CHIRP-Africa-Ska 2.8.tif
CHIRP-Africa-Ska 2.8.tif
CHIRP-Africa-Ske 2.8.tif
CHIRP-Africa-Ska 2.8.tif
CHIRP-Africa-Ska 2.8.tif
CHIRP-Africa-Ska 2.8.tif
CHIRP-Africa-Ska 2.8.t1f

CHIRP-Africa-Ska 2.8.tif

Figure 23: Historical Archives ingestion finished

3.2.2 Archives from User Request
The procedure for completing the local datasets with ‘User archives’ is composed by three steps:

1. Creating a ‘User Request’ and send it to RICs/JRC
2. Creating a ‘User Archive’ (done by RICs/JRC)
3. Installing the ‘User Archive’

Creating a ‘User Request’
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The User can generate requests for completing the existing datasets, as explained in the User Guide
at paragraph 3.7. These requests are saved in a text file (.req), containing the description of the
dataset, and namely the files that are missing: this file is used to generate an ‘ad-hoc’ archive.

The requests can be generated at three different levels, and the .req file is named accordingly:

a) Product/version: all existing mapsets and subproducts are considered

File name: <product>_<version>_all_enabled_mapset_<YYYY-MM-DD HHMM>
e.g.. vgt-dmp_V1.0_all_enabled_mapsets_2016-02-23 1200.req

b) Product/version/mapset: all subproducts are considered.

File name: <product>_<version> <mapset> all _enabled_datasets_<YYYY-MM-DD HHMM>
e.g.:. vgt-fapar_V1.4 SPOTV-Africa-1km_all_enabled datasets 2016-02-23 1200.req

c) Product/version/mapset/subproduct: only the specified subproduct is considered.

File name: <product>_<version> <mapset> <subproduct> <YYYY-MM-DD HHMM>

e.g.: vgt-fapar V1.4 SPOTV-Africa-1km_dmp_2016-02-23 1200.req
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{ "product": "vgt-fapar",
"productmapsets”: [

{
"mapsetcode": "SPOTV-Africa-1km",

"mapsetdatasets": [

{
"missing": [
"from_start": true,
"info": {
"firstdate": "2015-05-11",
"intervals": [
{
"fromdate": "2015-05-11",
"intervalpercentage": 93.10344827586206,
"intervaltype": "present”,
"missing": false,
"todate": "2016-02-01",
"totfiles": 27
b
other intervals
]'
"lastdate™: "2016-02-21",
"missingfiles": 2,
"totfiles": 29
"mapset": "SPOTV-Africa-1km",
"mapset_data": {
full description of the mapset
"product”: "vgt-fapar”,
"subproduct”: "fapar”,
"to_end": true,
"version": "V1.4"
}
]

" n,onn

product_type": "",
"subproductcode": "fapar”
}
]
}
1

"version": "V1.4"

Figure 24: Structure of request file

The .req file is meant to be sent to another installation of eStation 2.0 (namely at JRC or one of the
RICs) for the creation of the ad-hoc archives. The structure of the .req file, for the case c. above, is
displayed in Figure 24; it contains all information for correctly identifying the dataset (i.e.
product/version/mapset/subproduct) or datasets, and the existing/missing files. In the cases a. and
b., the structure remains the same, but more than one ‘productmapsets’ and ‘mapsetdatasets’ exist.

Creating a ‘User Archive’

On the basis of the received request, the eStation server generates an archive, which is a self-
extracting compressed file, containing all missing images (GTIFF files). The archive is created according

to the following rules:
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1. The correct product/version/mapset/subproducts are considered only: in case a ‘larger’ mapset
exists (e.g. ‘SPOTV-Africa-1km’ rather than ‘SPOTV-IGAD-1km’), re-projection is done to the User
mapset; this is to limit the size of the archive to be transmitted.

2. In case some files are missing on the source machine as well (e.g. the most recent products not yet

generated), a warning message is raised, but the generation of the archive continues. Therefore, the
‘ad-hoc’ archive is produced and delivered also if it does not fully satisfy the original request.

Installing a ‘User Archive’

The ‘User Archive’ (.bsx file) has to be copied to a storage medium, like an USB memory stick or HDD.
Then, the following procedure applies:

Log to PC2 as Thematic User

Connect the storage device to PC2

[.ﬁ&. }Pla(es system @ &

Open the file browser
\3‘: Accessories

>

{5 Education >
‘fg Graphics >
@ Internet >
i office >
<= Programming >
>

) sound & Video

m Automatic Bug Reporting Tool

(&) CD/DVD Creator
&) Disk Usage Analyzer

= pisk utility
K

Browse the file system with the file manager

& system Monitor
Terminal

Locate the ‘bsx’ file containing the

v e Wpe Dk Mol

Archive generated from a request. In
this example, the file is in directory

20 FEWSNET-Africa-Bom,
210 FEWSNET Africa- Bow,_ali_enabled_datancts

‘Requests’ on an external key

B Fequeszs | “fewsnes.ifie_2 0_FEWSNET-&rich-Bim_n_enabied_fatacets 20160502 1155 req selected (38 5 K8

Double click on the .bsx file name.

A message as the one on the right
figure appears, Click on Run

\ Do you want to run "fewsnet-
‘ v rfe_2.0_all enabled mapsets_2016-05-02_1156.bsx",
or display its contents?

N

"fewsnet-
rfe_2.0_all_enabled_mapsets_2016-05-02_1156.bsx" is an

executable text file.

Run in Terminal Display Run
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A list of files that will be copied to the ol
PC2 appears: Click on OK. @

Jfewsnet-rfer2 OFEWSNET-Africa-Bkm/tiff L0dr20160301_fewsnet-rfe_10d FEWSNET-Africa-gkm_2.0.tif
[t ot

fi t-rfes/2.0/FEWSNET-Af: Byt ] _10d_F Africa-Bkm_2.0.tif
J t-rfe/ 2. 0/F EWSNET-Afri 10d/20160221_fewsnet-rfe_10d_FEWSNET-Africa-Bkm_2.0.tif
i t-rfef2. T-Africa-BKmyTif/ 10d/20160421_fewsnet-rfe_10d_| frica-Bkrm_2.0.tif
AMewsnet-rle) 2. 0fF EWSNET-Africa-Bkmytify. _fewsnet-fe_10d_F frica-Bkm_2.0.tf
L t-rie/2.0/FEWSNET-Af: Byt 11 fe_10d_FEWSNET-Africa-Bkm_2.0.tf
i t-rfey2.0/F EWSNET-Africa-8km/tif/ 10d/20160411_fewsnet-rfe_10d | Africa-Bkm_2.0.tif
¥ t-ref2. T-Afric if/10d/20160321_fewsnet-rfe_10d_F frica-Bkrm_2.0.tif
NOTE: The copy of the files can take Mewsnet-rfe/2 O/FEWSNET-Africa-8kmytif 111 ot-rfe_10c_F Africa-Bkm_2.0.tif
some time, depending on their overall
Cancel oK
size.

At the end of the copy, a message as
the one on the figure below appears: @ Files have been extracted to /data/processing/
Click on OK. 5
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3.3 PERFORMING VERSIONS UPGRADES

The three packages composing the eStation application (see 3.3.2) are originally installed on the MESA
station in version 2.0.1. During the MESA project, the application will be upgrade to newer version
(starting from 2.1.0) and the packages disseminated through EUMETCast.

The MESA station implement an automatic mechanism the upgrade the full installation, which is
described in the MESA Station Administration and Maintenance Manual (RD-3) in paragraph 5.3

Once the eStation application is upgraded to a newer version, this is automatically considered for
operation.

If the User intends to switch between versions (not recommended), he should access the System tab
of the eStation 2.0 GUI, as described in the User Manual (RD-1) in paragraph 3.10.

From version 2.1.2, it is not possible anymore to change the version from the user interface. If you still
want to change from version 2.1.2 to a lower version already installed, follow these steps (not
recommended):

1. Rename the httpd.conf (used for version 2.1.2) to httpd_2.1.2.conf
sudo mv Zusr/local/src/tas/eStation_wsgi_srv/httpd.conf
/usr/local/src/tas/eStation_wsgi_srv/httpd _2.1.2_conf

2. Rename the httpd_before_2.1.2.conf to httpd.conf
sudo mv Zusr/local/src/tas/eStation_wsgi_srv/httpd _pre_2.1.2.conf
/usr/local/src/tas/eStation_wsgi_srv/httpd.conf

3. Change symbolic link /var/www/eStation2 to the version you want to change to

rm /var/www/eStation2

In -s /var/www/eStation2-<version_to_change_ to> eStation2

4. Remove proxy lines from /eStation2/settings/user_settings.ini

gedit /eStation2/settings/user_settings.ini

Remove the following lines and save the file:

proxy_host
proxy_port

proxy_user
proxy userpwd =

5. Restart apache
sudo /Zetc/init.d/tas_estation_apached restart
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If you want to change from a lower version than 2.1.2 to a version 2.1.2 already installed, follow these
steps (not recommended):

1. Rename the httpd.conf to httpd_pre_2.1.2.conf
sudo mv Zusr/local/src/tas/eStation_wsgi_srv/httpd.conf
/usr/local/src/tas/eStation_wsgi_srv/httpd pre 2.1.2.conf

2. Rename the httpd_2.1.2.conf to httpd.conf
sudo mv /usr/local/src/tas/eStation_wsgi_srv/httpd _2.1.2_.conf
/usr/local/src/tas/eStation_wsgi_srv/httpd.conf

3. Change symbolic link /var/www/eStation2 to version 2.1.2.

rm /var/www/eStation2
In -s /var/www/eStation2-2.1.2 eStation2

4. Add the proxy lines to /eStation2/settings/user_settings.ini

gedit /eStation2/settings/user_settings.ini

Add the following lines and save the File:

proxy host
proxy_port

proxy_user =
proxy_userpwd =

5. Restart apache
sudo /etc/init.d/tas_estation_apached restart
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3.4 RECOVERY MODE (FAILOVER/FAILBACK)

The Recovery Mode is managed on the MESA station through a general mechanism for managing the
3 PCs implemented by the Supply Contractor (TPZF/TAS). Please refer to the MESA Station
Administration and Maintenance Manual (RD-3) paragraph 6.6 (Failover) and 6.7 (Failback).

3.5 MANAGING THE POSTGRESQL DATABASE

The current section describes how to check the postgresql server is running, how access the
‘estationdb’ database, and how to restore a previous copy of the database in case of corruption.

3.5.1 Check the status of the postgresql server

The postgresql 9.3 server is installed on eStation 2.0, and its status can be checked from the terminal
by typing the command:

/etc/init.d/postgresql-9.3 status

adminuser@MESA-PC2:~

File Edit View Search Terminal Help

[adminuser@MESA-PC2 ~]§ /etc/init.d/postgresql-9.3 status
postgresgl-9.3 (pid 19828) is running...
[adminuser@MESA-PC2 ~15 |}

B

Figure 25: Check postgresql status

The expected result is represented in Figure 25: ‘postgresql-9.3 (pid NNNNN) is running... "’

To stop the server, a similar command is executed (see Figure 26): note that ‘sudo’ should precede
the command, as root rights are required.

sudo /etc/init.d/postgresql-9.3 stop

adminuser@MESA-PC2:~

File Edit View Search Terminal Help
[adminuser@MESA-PC2 ~]$ sudo /fetc/init.d/postgresql-9.3 stop [~
Stopping postgresql-9.3 service: [ 0K ]
[adminuser@MESA-PC2 ~15 |}

Figure 26: Stop postgresql

Similarly, for starting (see Figure 27) or restarting the server, the following commands have to be
typed:
sudo /etc/init.d/postgresql-9.3 start

sudo /etc/init.d/postgresql-9.3 restart
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adminuser@MESA-PC2:/var/www/eStation2/database/dbl __;tall

File Edit View Search Terminal Help

[adminuser@MESA-PC2 dbInstall]$ sudo /etc/init.d/postgresql-9.3 start [~]
Starting postgresql-9.3 service: [ oK ]

[adninuser@MESA-PC2 dbInstallls ]

Figure 27: Start postgresql

3.5.2 Visualize the database tables (pgAdminlll)

On the eStation 2.0 the pgAdminlll tool is installed for accessing the database, verifying its contents
and modifying it (only for Advanced Users). To run the tool, go to the Applications -> Programming ->
pgAdminlll entry of the CentOS menu (see Figure 28).

5
E
Em)

o' Places System @&

28 Accessories >
Itljl Education >
% Graphics >
@ Internet >
f| office >
-l A CMake
m Sound & Video > lSL‘J Open)DK Monitoring & Management Console
; System Tools > @ OpenJDK Monitoring & Management Console x86_64-2.5.1.2.el6_5

l‘i‘] Open)DK Policy Tool

lSL‘J Open)DK Policy Tool x86_64-2.5.1.2.el6_5
7 L

@ o3 Assistant

@ o3 Linguist

m Qt4 Designer

[I¥ qt4 Linguist

Figure 28: Launch pgAdmin Il

At the first run, the connection to the estationdb has to be established. Click on the ‘plug’ icon
displayed just under the ‘File’ menu entry (top-left corner):

File Edit Plugins View Tools Help

An interface will open (see Figure 29) for entering the parameters for the connection.
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] New Server Registration ®

[ I’mpcrticsl S5L  58H Tunnel  Advanced L

Name |

Host

Port 5432

Service

Maintenance DB [postares. w
Usermame |postgres

Password

Store password

Colour [
Group: |servers -
Help Cancel

Figure 29: new connection in pgAdminlll

The variables to be used are shown in Figure 30, and repeated here below:

Name: estationdb
Host: localhost
Maintenance DB: estationdb
Username: adminuser (recommended — also estation accepted)
Password: mesadmin
[ New Server Registration x

| Properties | 551 SSHTunnel | Advanced

Name estationdb

Host |localhast

Port | 5432

Semvice

Maintenance D8 | estationdn -
Usemame estation

Password | 1

Store password &

Colour —
Group | Servers -
Help oK Cancel

Figure 30: connection parameters for estationdb

When all variables are entered, you can click on the ‘OK’ button, and a message proposing to store
the typed password is displayed (see Figure 31). Click on ‘OK’.
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L J Guru Hint - Saving passwords x

Saving passwords

WARNING: You have opted to save your password. It will be stored in plain text in your
home directory on *nix systems, or in your user profile on Windows. If you do not want
this to happen, please press the Cancel button.

pgAdmin uses PostgreSQL's 'pgpass' mechanism to store your passwords. On *nix
systems, the password will be stored in ~/.pgpass, whilst on Windows systems it will
be stored in %APPDATA%\PostgreSQL\pgpass.conf (%APPDATA% is the 'Application
Data' folder in your user profile). This mechanism is used by default by all programs
that use the libpq library to access the server, which includes command line
applications such as pg_dump and pg_restore, other GUI applications, and drivers such
as psglODBC. This means that those applications may automatically connect to the
server using your stored password. If you do not want this to happen, you should not
use the Store Password option in pgAdmin.

[] Do not show this hint again

| Help | \ oK H cancel

Figure 31: pgAdminlll - save password

At this point, the connection with the local estationdb is established, and you will be presented the
interface displayed in Figure 32.

Figure 32: estationdb overview in pgAdminlil

You can expand the list of servers by clicking on the ‘+' symbol to its left, and see the ‘estationdb’
database. Then you can access its schemas and tables by navigating the tree in the left control panel
(see Figure 33).

Figure 33: estationdb tables
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Note that at the first launch of pgAdminlll the notification of missing server instrumentation (see
Figure 34) might be displayed. Just click the ‘OK’ button.

Guru Hint - Server instrumentation not installed

Server instrumentation
The server lacks instrumentation functions.

pgAdmin Il uses some support functions that are not available by default in all
PostgreSQL versions. These enable some tasks that make life easier when dealing with
log files and configuration files.

The adminpack is installed and activated by default if you are running the one-click
installer of PostgreSQL. On Unix, you may have to install the contrib package, either
with your package installer tool or by compilation.

once your extension is installed, you only need to click on the "Fix it!" button, so that
pgAdmin installs this extension in your maintenance database.

[J Do not show this hint again
K

[ Fmxit || ok |

Figure 34: server instrumentation message
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3.5.3 Restore a previous copy of the database

The estationdb is dumped every day on the local disk, so that it is possible to restore it in case it is
corrupted, e.g., for issues on the HD. This issue was very frequent on AMESD stations, mainly caused
by disk failures.

How database is dumped

The system service executes a task that saves — every day at midnight — a local copy of both ‘analysis'
and ‘products’ schema of the database.

The dump is executed in the directory /eStation2/db_dump/
A ‘rotation’ mechanism is implemented in order to keep only some of the saved dumps, and namely:

a) for previous months: the file of first day of the month
b) for the current month: the file of first day of the month and the latest two days.

This mechanism limits the disk occupancy and facilitates the management of the dumps in the
directory, ensuring that the most recent files are made available, but also some older files. An example
of the list of dumps is shown in Figure 35. The files are named with the following convention:

estationdb_<schema>_<date_of_the_dump>-<time_of_the_dump>.sql

[adminuser@MESA-PC2 dbInstallls 11 /eStation2/db_dump
total 23420

-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:07
-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:07
-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:07
-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:87
-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:07
-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:07
-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:07
-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:07
-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:07
-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:07
-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:07
-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:87
-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:07
-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:07
-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:07
-rwxr-xr-x 1 analyst estation 326973 Oct 26 22:07 :
-rwxr-xr-x 1 analyst estation 1248714 Oct 26 22:08
-rwxr-xr-x 1 analyst estation 1248714 Oct 26 22:08
-rwxr-xr-x 1 analyst estation 1248714 Oct 26 22:08
-rwxr-xr-x 1 analyst estation 1248714 Oct 26 22:08
-rwxr-xr-x 1 analyst estation 1248714 Oct 26 22:08
-rwxr-xr-x 1 analyst estation 1248714 Oct 26 22:08
-rwxr-xr-x 1 analyst estation 1248714 Oct 26 22:08
-rwxr-xr-x 1 analyst estation 1248714 Oct 26 22:08
-rwxr-xr-x 1 analyst estation 1248714 Oct 26 22:08
-rwxr-xr-x 1 analyst estation 1248714 Oct 26 22:08
-rwxr-xr-x 1 analyst estation 1248714 Oct 26 22:08
-rwxr-xr-x 1 analyst estation 1248714 Oct 26 22:08
-rwxr-xr-x 1 analyst estation 1248714 Oct 26 22:08
-rwxr-xr-x 1 analyst estation 1248714 Oct 26 22:08
1

-rwxr-xr-x 1 analyst estation 1248714 Oct 26 22:08 :
S T T .

Figure 35: list of dumps of estation DB

When to restore the database

Considering the database synchronization that exists between PC2 and PC3, the need to re-install the
database from a previous dump is a rather rare action to be performed. In case of a major fault of one
of the computer, and re-installation of the full application, the Recovery mode procedure described
in paragraph 2.6 takes care of replicating the database from the other PC, and no database restore
from previous dump is necessary.
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Therefore, this action has to be applied only in one of the following cases:

a) The estationdb has been corrupted on both computers.

b) The estationdb has been corrupted on one computer that is in Recovery mode, i.e. the other
computer is not available.

c) There is any reason for which some important information previously generated in the
database has been deleted on both computers.

How to restore the database

A specific script exists for dropping the contents of a schema (if the schema exists), recreating the
schema and populating it with the selected dump. As displayed in Figure 36, the script is named
‘db_restore.sh’ and located in directory /var/www/eStation2/database/dblnstall.

[adminuser@MESA-PC2 dbInstall]$ cd fvar/www/eStation2/database/dbInstall/
[adminuser@MESA-PC2 dbInstall]s 11

total 1644

-rwxr-xr-x 1 adminuser estation 904 Oct 23 21:16

-rwxr-xr-x 1 adminuser estation 1513 Oct 23 21:16

-rwxr-xr-x 1 adminuser estation 1627 Oct 23 21:16:
-rwxr-xr-x 1 adminuser estation 1420282 Oct 23 21:16

-rwxr-%r-x 1 adminuser estation 128508 Oct 23 21:16

-rwxr-%xr-x 1 adminuser estation 125573 Oct 23 21:16

[adninuser@ESA-PC2 dbInstallls [
Figure 36: dbrestore.sh script

Therefore the User should open a terminal, and change directory by typing:
cd /var/www/eStation2/database/dbinstall

Then, once the User has identified the date-time of the dump to restore (2015-10-06-22:05 in our
example) enter the command:

sudo ./dbrestore.sh <date-time of dump>

as shown in Figure 37.

[adminuser@MESA-PC2 dbInstall]$ sudo .fdbrestore.sh|2E]15—13—26—22:E]SE

Figure 37: dbrestore script execution

The script is executed, for both ‘analysis’ and ‘products’ schema, and the series of insert statements
reported on the terminal, as shown in Figure 38.

INSERT
INSERT
INSERT
INSERT
INSERT
INSERT
INSERT
INSERT
INSERT
INSERT © 1
INSERT 23091
INSERT 23092
INSERT 23093
INSERT 23094
INSERT 23095 1
[adminuser@MESA-PC2 dbInstallls ]

Figure 38: dbrestore script result

cooooooo®
L R I S R R S S =

el
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3.6 DIAGNOSTIC TOOLS AND USER SUPPORT

3.6.1 System Report

The eStation 2.0 implements a mechanism for creating an archive containing some core information
on the status of the application, and namely:

e All the eStation 2 log file

e The list of products acquired by Get EumetCast and Get Internet
e The local settings

e The status of services on the system

e The postgresql database configuration

e The apache configuration

e The rsync configuration

This report can be created as indicated in the User Guide (RD-1) in paragraph 3.9.1. In particular, when
you click on ‘Create System Report’ an interface is presented as in Figure 39.

f) Opening System_report_2015-12-03-12 07 16.tgz x

You have chosen to open:
| System_report_2015-12-03-12_07_16.tgz

which is: Tar archive (gzip-compressed)
from: http:/flocalhost

What should Firefox do with this file?
@ Open with | Archive Manager (default) I+
() Save File

[] Do this automatically for files like this from now on.

Cancel | OK |

Figure 39: Creation of System Report

You can either decide to open the archive that is going to be created (only for tests) or to save it, which
is the normal procedure. Click therefore on the ‘Save File’ option, as displayed in the next figure.

) Opening System_report_2015-12-03-12_06_26.tgz X

You have chosen to open:
~| System_report_2015-12-03-12_06_26.tgz
which is: Tar archive (gzip-compressed)
from: http:/flocalhost

What should Firefox do with this file?
) Open with | Archive Manager (default) 2
@ Save File

["] Do this automatically for files like this from now on.

Cancel ‘ OK

Figure 40: Save System Report

As a consequence, the archive file is saved on the local machine under the Download directory in the
user home (see Figure 41).
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L Downloads - File Browser
File Edt View Go Bookmarks Tabs Help
4 gack ~ +* E EE A

« [ adminser || Downloads L 100% | Icon view

- 3 Personal File Shark
s 5 =2 . Lisunch Praferences.
You can receive files over Biuetooth into ths folder

8 acmiruser

= =& i o

repoft 2015 Install report 2015 Instsll_report_2015
57 32tge  11-30-15 58 0Gtgr  12-01-20 05 0.9z

System_report_ Syste
2015-12-01-20. 04, 20151
(LX) 2

Figure 41: Location of the System Report

The file can then be send to the User Support.

3.6.2 Install Report

The eStation 2.0 implements a mechanism for creating an archive containing core information on all
CentOS packages installed on the PC. Namely:

e The list of the CentOS packages, but the eStation ones.

e The list of eStation installed packages

e The list of the installed python module.

This report can be created as indicated in the User Guide (RD-1) in paragraph 3.9.1. In particular, when
you click on ‘Create Install Report’ a form is presented as in Figure 42.

%) Opening Install_report_2015-12-03-12_09 23.tgz X

You have chosen to open:
|| Install_report_2015-12-03-12_09_23.tgz

which is: Tar archive (gzip-compressed)
from: http:/flocalhost

What should Firefox do with this file?

O Open with | Archive Manager (default) <

@ Save File

[ Do this automatically for files like this from now on.

| Cancel || OK

Figure 42: Create Install Report

The same options as in the creation of the System Report applies (see above paragraph). Please select
the ‘Save File’ option and the report will be generated in the ‘Download’ directory.

3.6.3 Tuleap for User Support

The user Support mechanism in place under the SuCr#l is described in the MESA Station
Administration and Maintenance Manual (RD-3) in section 2.
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4. SYSTEM DESCRIPTION

This section describes the eStation 2.0 application filesystem and postgresql database, and the naming
conventions adopted for both the directories hosting the GTIFF eStation files, and the files themselves.
Furthermore, the mechanisms implemented for synchronizing both data and database between PC2
and PC3 are presented.

4.1 DIRECTORY STRUCTURE

The eStation 2.0 is integrated into CentOS 6.6 and make use of the Linux predefined directories and
their management: e.g. the /tmp directory is used for writing temporary data that are automatically
cleaned at each reboot of the machine.

In addition to the standard Linux directories, some dedicated ones are created specifically for the
eStation 2.0 application. These directories and their usage are described in the following paragraphs.

Base directory of the eStation 2.0 software

The eStation software (mainly python and JavaScript files) is installed in a directory tree that is created
and populated at the installation of the PC. This base directory is defined by default as:

ESTATION2_BASE_DIR_SYSTEM = /var/www/eStation2/

This directory is actually a symbolic link to a version-depending directory, which is created at the initial
installation, and at the following upgrades, with the convention below:

/var/www/eStation2-V.V.V-Rel/
The initial system will be therefore under:

/var/www/eStation2-2.0.1-1/

Release independent data and settings

Some data and User’s settings will be stored under a directory which is independent from the software
release, so that they are not impacted by the software upgrade. This directory is identified by the
variable <ESTATION2_LOCAL_DIR> and defined as below:

ESTATION2_LOCAL_DIR=/eStation2/
Under this base directory, the following subdirectories exist:

/eStation2/settings: contains user settings and configuration of the system.

/eStation2/get lists: list of files acquired by the ‘get’ services (Get EUMETCast and Get internet)
/eStation2/log: all log files of the eStation 2.0 application

/eStation2/requests: ‘request’ file created for completing the local datasets

/eStation2/docs: documentation of the eStation 2.0 (from eStation-Docs package)
/eStation2/layers: static layers for the application (from eStation-Layers package)
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Temporary/working directories

Another category of data is represented by the temporary files that are generated by the runtime
application in the background, and that need to be cleaned at each reboot. An example is represented
by the working directories used for intermediate processing steps. The base directory for these files
is:

ESTATION2_TEMP_DIR=/tmp/eStation2/

And subdirectories are:

/tmp/eStation2/services: pid files of the running services
/tmp/eStation2/processing: lock files of the individual processing chains

/tmp/eStation2/ingested_files: working directory for the ingestion service, where we keep track of
the files successfully processed, and to be deleted at the end of the ingestion loop.

Data Directories

The EO datasets retrieved and processed on the eStation2 are stored in predefined directories,
under the base path:

ESTATION2_BASE_DIR_DATA=/data/

which subdirectories are:

/data/ingest/: native data ready for ingestion

/data/ingest.wrong/:  native that raised an error in the ingestion process*

/data/processing/: ingested and derived products

/data/Spirits/: this is an ‘optional’ directory where same selected datasets are stored in

‘SPIRITS’ format.

Please note that, unlike the three previous categories that should not be changed by the User in
normal circumstances, these ‘Data’ directories can be freely changed to process/visualize data that
are stored on a different file system, e.g. an external disk connected to the machine.

4 These files are moved in this directory, for that the ingestion loop won’t try to reprocess them at each loop
iteration.
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4.2 CONFIGURATION FILES OF ESTATION 2.0

The configuration of eStation 2.0 application is done through two set of variables, the ‘System settings’
and ‘Factory and User Settings’.

System Settings

These are the main settings of the eStation, which describes the type of installation, the role of the
computer, the activated version and so on.

These settings are stored in the following file:
/eStation2/settings/system_settings.ini

Please note that this file must not be manually modified: rather, it is updated using the eStation 2.0
GUI. The System Settings are listed in:

Variable Role Possible values
type_installation Define the type of Installation ‘Full’
role Define the role of the PC PC2 or PC3
mode Define the current mode of the PC Nominal, Recovery or

Maintenance

active_version Define the currently activated eStation | 2.0.1 (or next releases,
2.0 version e.g. 2.1.0)
data_sync Define if the data synchronization | true or false

toward the other PC is activated

db_sync Define if the DB synchronization toward | true or false
the other PCis activated

thema Define the Thema the eStation is | ACMAD
associated to (i.e. name of the RIC) AGRHYMET
BDMS
CICcos
ICPAC

MOl

UoG
ingest_archive_eum Define if the historical archives | true or false
disseminated through EUMETCast have
to be processed (normally always TRUE)

log_general_level Severity Level of logging mechanism DEBUG

INFO
WARNING
ERROR
FATAL
get_eumetcast_output_dir | Target Directory of Get Eumetcast /data/ingest/

get_internet_output_dir Target Directory of Get Internet /data/ingest/

Table 4: System Settings
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Factory and User Settings

These settings define the working environment of the eStation (directories and file naming), some
working parameters (e.g. the sleep time of the Services) and the parameters for accessing the
database. All these parameters are defined in the file:

/var/www/eStation2/config/factory_settings.ini

The full list of factory settings is reported as Annex at the end of paragraph. Only a part of these
variables (see Table 5) are meant to be modified by the Users, and are therefore duplicated in the file:

/eStation2/settings/user_settings.ini

As for the system settings, the User should not modify directly the configuration file, rather operate
on the System user interface.

Variable Role Possible values
base_dir Define the base directory of | /var/www/
installation
base_tmp_dir Define the base directory for temp | /tmp/eStation2
directories
data_dir Define the base directory for data /data/
ingest_dir Define the directory hosting data to be | /data/ingest/

ingested

processing_dir

Define the directory hosting data
ingested or derived

/data/processing/

eumetcast_files_dir Define input directory of get | /eumetcast/
EumetCast
static_data_dir Define the directory hosting the static | /eStation2/layers/

layers.

archive_dir Define the directory hosting the | /media/MESA-
historical datasets (to be modified by | 2/Archives/
the User before import)
host eStation DB host localhost
port eStation DB port 5432
dbuser eStation DB owner estation
dbpass Password of eStation DB owner mesadmin
dbname Name of eStation DB estationdb
default_language Default language EN, FR
log_general_level Severity Level of logging mechanism DEBUG
INFO
WARNING
ERROR
FATAL
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get_eumetcast_output_dir | Target Directory of Get Eumetcast /data/ingest/

get_internet_output_dir Target Directory of Get Internet /data/ingest/

Table 5: User settings

The system reads first the factory settings, and then overwrites the parameters that are also defined,
as no empty fields, in the user settings.
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[FACTORY_SETTINGS]

www_root_dir = /var/www

proja_lib_dir = /usr/share/proj
postgresqgl_executable = /etc/init.d/postgresql-9.3
webserver_root =

base_dir = %(www_root_dir)s/eStation2

base_tmp_dir = /tmp/eStation2

base_local_dir = /eStation2

data_dir = /data

ingest_dir = /data/ingest/

ingest_error_dir = /data/ingest.wrong/
get_internet_output_dir=%(ingest_dir)s
get_eumetcast_output_dir=%(ingest_dir)s

static_data_dir = %(data_dir)s/static_data/

archive_dir = %(data_dir)s/archives/

eumetcast_files_dir = /eumetcast/

host = localhost

port = 5432

dbuser = estation

dbpass = mesadmin

dbname = estationdb

apps_dir = %(base_dir)s/apps

config_dir = %(base_dir)s/config/

settings_dir = %(base_local_dir)s/settings/

processing_dir = %(data_dir)s/processing/

log_dir = %(base_local_dir)s/log/

log_general_level=info

template_mapfile = %(apps_dir)s/analysis/MAP_main.map
es2_sw_version =2.0.0

processed_list_base_dir = %(base_local_dir)s/get_lists
processed_list_eum_dir = %(processed_list_base_dir)s/get_eumetcast
processed_list_int_dir = %(processed_list_base_dir)s/get_internet
get_eumetcast_processed_list_prefix = %(processed_list_eum_dir)s/get_eum_processed_list_
get_internet_processed_list_prefix = %(processed_list_int_dir)s/get_internet_processed_list_
poll_frequency =5

pid_file_dir = %(base_tmp_dir)s/services
get_internet_pid_filename = %(pid_file_dir)s/get-internet.pid
get_eumetcast_pid_filename = %(pid_file_dir)s/get-eumetcast.pid
ingestion_pid_filename = %(pid_file_dir)s/ingest.pid
processing_pid_filename = %(pid_file_dir)s/processing.pid
system_pid_filename = %(pid_file_dir)s/system.pid
processing_tasks_dir = %(base_tmp_dir)s/processing/

gdal_dir = /usr/bin

gdal_merge = %(gdal_dir)s/gdal_merge.py

gdal_polygonize = %(gdal_dir)s/gdal_polygonize.py
gdal_translate= %(gdal_dir)s/gdal_translate
acqg_service_dir=%(base_dir)s/apps/acquisition
proc_service_dir=%(base_dir)s/apps/processing
status_system_dir=%(base_dir)s/apps/es2system
status_system_pickle=%(status_system_dir)s/system_status.pkl

eStation 2.0 — Administration Manual Page 38



schema_products = products

schema_analysis = analysis

schema_data = data

default_language = eng
system_delay_data_sync_min=10
system_sleep_time_sec=10
system_time_db_dump_hhmm=00:00
prefix_eumetcast_files=MESA _JRC_
db_dump_dir=%(base_local_dir)s/db_dump
get_eumetcast_sleep_time_sec=60
get_internet_sleep_time_sec=60
processing_sleep_time_sec=10
estation2_layers_dir = %(www_root_dir)s/eStation2_Layers
requests_dir = %(base_local_dir)s/requests/
docs_dir = %(base_local_dir)s/docs/
db_dump_exec = /usr/pgsql-9.3/bin/pg_dump
spirits_output_dir = /data/Spirits/
ftp_eumetcast_url= ftp://h05-ftp.jrc.it/eumetcast/
ftp_eumetcast_userpwd= narmauser:narmall
system_time_spirits_conv=00:10
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4.3 FILE AND DIRECTORY NAMING CONVENTIONS

Both eStation 2.0 dataset files (i.e. the ingested and derived products) and the directory trees where
they are stored obey to strict naming rules, so that the data location is depending on very few key
elements. These elements are namely the product, version, subproduct and mapset and their meaning
is described in Section 2 of the User Manual, and briefly repeated hereafter:

Product: the product identification code (indicated as <product>)
Version: the version of the dataset, corresponding to the algorithm (indicated as <version>)
Subproduct: the specific dataset that belong to a product (indicated as <subproduct>)

Mapset: the geo-reference and boundary box of the file (indicated as <mapset>)

Directory naming

All files are stored under a base directory, which is by default /data/processing/; under this root, the
files are organized per product and version, as below:

<product>/<version>/ (e.g. tamsat-rfe/2.0/)
processing - File Browser - o x
File Edit Wiew Go Bookmarks Tabs Help k
4 Back - * 02 44
5| 2| data || processing. @ s50% @ |Lstview =
Placesw 3¢ | Name v | Size Type | Date Modified
adminuser < [ chirps-dekad litem folder Tue 20 Oct 2015 12:01:57 AM CEST
Desktop > [ 2.0 2items folder Tue 20 Oct 2015 10:50:51 PM CEST
I File System < [ fewsnet-rfe 1item folder Tue 20 Oct 2015 12:01:52 AM CEST
Network > [ 2.0 2items folder Tue 20 Oct 2015 10:48:08 PM CEST
@ Trash <[] modis-kd490 1item folder Tue 20 Oct 2015 10:54:47 PM CEST
@] Documents > [E3 v2012.0 2items folder Tue 20 Oct 2015 10:54:48 PM CEST
& Music < [l tamsat-rfe litem folder Mon 19 Oct 2015 05:33:50 PM CEST
:wztures > B3 2.0 1item folder Mon 19 Oct 2015 05:33:50 PM CEST
(B videos -
&1 Downloads < [l vgt-ndvi 1item folder Mon 19 Oct 2015 05:38:22 PM CEST
> [ sv2-pv2.1 1item folder Mon 19 Oct 2015 05:38:22 PM CEST

5 items, Free space: 543.2 MB

Figure 43: data directory structure - 1

At this level, a folder called ‘archive’ exists for hosting the files in original format; besides that, a folder
for the mapsets (one or more) of the ingested and processed files exists (see Figure 44).

eStation 2.0 — Administration Manual Page 40



2.0 - File Browser - o x
File Edit Vview Go Bookmarks Tabs Help

€ nack v +0B = s

‘§| ‘E‘ |EH processing H tamsat-rfe H;| ©), 50% &, |ListView e?
3¢ | Name v | Size Type  Date Modified

adminuser b [ native 0items folder Wed 21 Oct 2015 12:22:13 AM CEST
@ Desktop b [ SPOTV-Africa-4km Oitems folder Wed 21 Oct 2015 12:22:01 AM CEST
[ File System < [ TAMSAT-Africa-4km 2items folder Mon 19 Oct 2015 05:33:57 PM CEST
Network b [ derived 13items folder Mon 19 Oct 2015 11:01:11 PM CEST
& Trash > [ tif litem folder Mon 19 Oct 2015 05:33:50 PM CEST
Documents

[&@ Music

Pictures

(& videos

[®1 Downloads

Placesv

3 items, Free space: 517.9 MB

Figure 44: data directory structure — 2

Under each ‘mapset’ folder, the ingested files are located in the ‘/tif’ subdirectory, while the processed
ones in the ‘derived’ subdirectory. The ‘tif/’ and ‘derived/’ folders contains eventually a subdirectory
named after the subproduct code (see Figure 45).

TAMSAT-Africa-dkm - File Browser

File Edit View Go Bookmarks Tabs Help

PR LOR WME A
2o dara | processing || tamsatedfe | 20 | | TAMSATAfrica-4km 5 s0% @ | Listview g
Places~ 3 Name ~ | Size Type  Date Modified
(8 adminuser - [l derived 13items folder Man 19 Oct 2013 11:01:11 PM CEST
|8 Desktop b [l 1manavg 12 items folder Mon 19 Oct 2015 11:49:16 PM CEST
= File System b B Ymoncum 390 iterns folder  Toe 20 Oct 2015 11:45:35 PM CEST
& Network b (G Lmondiff 55 items folder Tue 20 Oct 2015 11:54:26 PM CEST
& Trash [l 1monmax 12 itams folder  Mon 19 Oct 2015 11:49:16 PM CEST
(@8 Documerts b [l 1manmin 12 items folder  Mon 19 Oct 2015 11:49:16 PM CEST
s Music v [l 1monnp 55 items folder  Tue 20 Oct 2015 11:54:00 PM CEST
8 ictures b [ 1manpare 55 irems foider Tue 20 Oct 2015 11:53:20 PM CEST
::':;:Iswm b [l 10davg 36 items folder Man 19 Oct 2015 12:49:11 PM CEST
b (5l 20ddiff 165 ltems folder Tue 20 Oct 2015 11:50:52 PM CEST
b [ 10dmax 36 iterns folder  Man 19 Cct 2015 11:45:12 PM CEST
b [ 10dmin 36 iterns folder Man 19 Oct 2015 11:49:12 PM CEST
b [l 10dnp 165 items folder Tue 20 Oct 2015 11:52:46 PM CEST
P El_.J 10dperc 188 iterns folder Tue 20 Oct 2018 11:48:48 PM CEST
- [ uif Litem folder Mon 19 Oct 2015 05:33:50 PM CEST
v [ 10d 185 items folder  Man 19 Oct 2015 11:58:11 PM CEST

Figure 45: data directory structure - 3

Some examples of directories for ingested and derived files are listed here below:

e.g.: /data/processing/vgt-ndvi/spot-v1l/WGS84_Africa_lkm/tif/ndv

For derived products:
mapset/derived/subproductcode/
e.g.: /data/processing/vgt-ndvi/spot-v1l/WGS84_Africa_lkm/derived/10dmax
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File Naming

The filename of the geotiff files contains all fields described in the previous section, namely:
<product>, <version>, <mapset> and <subproduct>; in addition, the date of the product is located at
the beginning of the filename, for ease the file sorting within the directory (see Figure 46). The full
filename results therefore from the composition of these elements, in the following order:

<date>_<productcode> <subproductcode> <mapset>_<version>.tif
e.g.: 20150101_vgt-ndvi_ndv_WGS84-Africa-1km_spot-v1.tif

El
File Edit

§aBack ~

t*

View Go Bookmarks Tabs Help

(=}
=%

1odperc - File Browser

= s

‘§| ‘EHEH processing H tamsat-rfe H;H TAMSAT-Africa-4km H derived ||1odparc“

L=

50% ©

List View

133

Places v

(@ adminuser
(& Desktop

[ File System
T Network
@& Trash

(& Documents
& Music

@& Pictures

(& videos

(& Downloads

3¢ | Mame
20110101_tamsat-rfe_l0dperc_TAMSAT-Africa-4km_2.0.tif
20110111_tamsat-rfe_10dperc_TAMSAT-Africa-4km_2.0.tif
E 20110121 tamsat-rfe_10dperc_TAMSAT-Africa-4km_2.0.tif
m 20110201_tamsat-rfe_10dperc_TAMSAT-Africa-4km_2.0.tif
20110211_tamsat-rfe_l0dperc_TAMSAT-Africa-4km_2.0.tif
m 20110221_tamsat-rfe_10dperc_TAMSAT-Africa-4km_2.0.tif
E 20110301_tamsat-rfe_10dperc_TAMSAT-Africa-4km_2.0.tif
20110311_tamsat-rfe_l0dperc_TAMSAT-Africa-4km_2.0.tif
20110321_tamsat-rfe_l0dperc_TAMSAT-Africa-4km_2.0.tif
20110401_tamsat-rfe_10dperc_TAMSAT-Africa-4km_2.0.tif
20110411 tamsat-rfe_10dperc_TAMSAT-Africa-4km_2.0.tif
20110421 tamsat-rfe_10dperc_TAMSAT-Africa-4km_2.0.tif
a 20110501_tamsat-rfe_l0dperc_TAMSAT-Africa-4km_2.0.tif
=| 20110511 tamsat-rfe_l0dperc TAMSAT-Africa-4km_2.0.tif
20110521_tamsat-rfe_10dperc_TAMSAT-Africa-4km_2.0.tif
| 20110601_tamsat-rfe_10dperc_TAMSAT-Africa-4km_2.0.tif
| 20110611 tamsat-rfe_10dperc_TAMSAT-Africa-4km_2.0.tif
¥| 20110621 tamsat-rfe_10dperc_TAMSAT-Africa-4km_2.0.tif
E 20110701_tamsat-rfe_10dperc_TAMSAT-Africa-4km_2.0.tif
20110711 _tamsat-rfe_l0dperc_TAMSAT-Africa-4km_2.0.tif
20110721 _tamsat-rfe_l0dperc_TAMSAT-Africa-4km_2.0.tif
20110801_tamsat-rfe_l0dperc_TAMSAT-Africa-4km_2.0.tif
H 20110811 _tamsat-rfe_l0dperc_TAMSAT-Africa-4km_2.0.tif
n 20110821_tamsat-rfe_l0dperc_TAMSAT-Africa-4km_2.0.tif
20110901_tamsat-rfe_l0dperc_TAMSAT-Africa-4km_2.0.tif
E 20110911 tamsat-rfe_10dperc_TAMSAT-Africa-4km_2.0.tif
E 20110921 tamsat-rfe_10dperc_TAMSAT-Africa-4km_2.0.tif

165 items, Free space: 539.2 MB

~  size

Type Date Modified
1.1 MB TIFF image Tue 20 Oct 2015 11:47:13 PM CEST
1.1 MB TIFF image Tue 20 Oct 2015 11:47:13 PM CEST L
1.3 MB TIFF image Tue 20 Oct 2015 11:47:14 PM CEST
1.2 MB TIFF image Tue 20 Oct 2015 11:47:15 PM CEST
1.2 MB TIFF image Tue 20 Oct 2015 11:47:15 PM CEST
1.1 MB TIFF image Tue 20 Oct 2015 11:47:16 PM CEST
1.3 MB TIFF image Tue 20 Oct 2015 11:47:16 PM CEST
1.3 MB TIFF image Tue 20 Oct 2015 11:47:17 PM CEST
1.3 MB TIFF image Tue 20 Oct 2015 11:47:17 PM CEST
1.3 MB TIFF image Tue 20 Oct 2015 11:47:18 PM CEST
1.2 MB TIFF image Tue 20 Oct 2015 11:47:19 PM CEST
1.3 MB TIFF image Tue 20 Oct 2015 11:47:19 PM CEST
944.0 KB TIFF image Tue 20 Oct 2015 11:47:20 PM CEST
1.1 MB TIFF image Tue 20 Oct 2015 11:47:21 PM CEST
1.0 MB TIFF image Tue 20 Oct 2015 11:47:21 PM CEST
978.3 KB TIFF image Tue 20 Oct 2015 11:47:22 PM CEST
926.7 KB TIFF image Tue 20 Oct 2015 11:47:22 PM CEST
903.3 KB TIFF image Tue 20 Oct 2015 11:47:23 PM CEST
937.1 KB TIFF image Tue 20 Oct 2015 11:47:23 PM CEST
1.0 MB TIFF image Tue 20 Oct 2015 11:47:24 PM EEST
1.1 MB TIFF image Tue 20 Oct 2015 11:47:24 PM CEST
1.0 MB TIFF image Tue 20 Oct 2015 11:47:25 PM CEST
1.1 MB TIFF image Tue 20 Oct 2015 11:47:26 PM CEST
1.1 MB TIFF image Tue 20 Oct 2015 11:47:26 PM CEST
1.1 MB TIFF image Tue 20 Oct 2015 11:47:27 PM CEST
1.1 MB TIFF image Tue 20 Oct 2015 11:47:27 PM CEST
1.2 MB TIFF image Tue 20 Oct 2015 11:47:28 PM CEST

Figure 46: Example of eStation 2.0 file naming

Note that the ‘separator’ between the various field is the ‘underscore’ char (*_’), which therefore
cannot be used in any of the product, subproduct, mapset and version definition.

File metadata

All standard eStation 2.0 files contain a well-defined set of GTIFF tags that contain the metadata
associated to each image. These metadata describes all information the User need to interpreter the

image and to identify how is has been generated.

Table 6: List of eStation 2.0 images metadata.

Tag Name

Definition

Comment

eStation2_category

Product Category

It is used in the GUI to group the
products together (e.g.
‘Vegetation’, ‘Rainfall’, Fire’)
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eStation2_conversion

Equation to convert from DN to
physical value

It is a fixed field:

Phys = DN * scaling_factor + scaling_offset

eStation2_date

Date of the subproduct

It refers to the acquisition date of
the image (e.g. 20150101)

eStation2_date format

Format of the date

It can be YYYYMMDD (date) or
YYYYMMDDHHMM (datetime)

eStation2_defined_by

Who has defined the subproduct

It can be JRC’ or the User

eStation2 _descr_name

A descriptive name of the
subproduct

It is slightly more descriptive than
the product code, and is used in
the GUI

eStation2_description

Longer description

Long description used in the GUI!

eStation2_es2_version

Version of the eStation 2.0

It starts with 2.0.0 and will evolve
with the updates (2.1.0 and so on)

eStation2_frequency

Frequency of the subproduct.

How often the subproduct is
generated (e.g. ‘every dekad’)

eStation2_input_files

The list of files used for deriving
the subproduct.

This list contains the files in
‘native’ format for the ingested
subproduct, or a list of eStation
2.0 files for the derived ones.

eStation2_mac_address

The unique HW identifier of the
computer where the subproduct
has been generated.

It allows to recognize if the file
has been computed on the local
machine, or imported from
another one. It is relevant only for
traceability/diagnostic.

eStation2_mapset

The subproduct mapset.

Mapset, as defined in the User
Manual, in Chapter 2.4.5.

eStation2 _nodata

The numeric value used to code
‘nodata’

See also User Manual 2.4.8

eStation2 _product

Name of the ‘product’

See User Manual 2.4.1 for
definition of ‘products’

eStation2_product_version

Version of the ‘product’

See User Manual 2.4.2 for
definition of ‘version’

eStation2_provider

Data provider

Who has initially generated the
EO product (e.g. Copernicus)

eStation2_scaling_factor

Scaling factor to be applied for
conversion to physical value.

See also User Manaul 2.4.8 and
the conversion equation above.

eStation2_scaling_offset

Scaling offset to be applied for
conversion to physical value (it is
normally 0.0).

See also User Manaul 2.4.8 and
the conversion equation above.

eStation2_subdir

Subdirectory of the image

It is where the image is stored
under the /data/processing root
dir.

eStation2_subProduct

Name of the ‘subproduct’

See User Manual 2.4.3 for
definition of subproduct

As an example, the set of metadata for the ‘vgt-ndvi’ product, ingested ndv subproduct of date
201501 eStation2_category=vegetation

eStation2_comp_time=2015-03-03 15:12:42
eStation2_conversion=Phys = DN * scaling_factor + scaling_offset
eStation2_date=20150101

eStation2_date_format=YYYYMMDD

eStation2_defined_by=JRC

eStation2_descr_name=Normalized Difference Vegetation Index
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eStation2_description=The NDVI can be used to measure and monitor plant growth, vegetation
cover, and biomass production. It is a dimensionless variable. The values vary between -1 and 1.
Increasing positive NDVI values indicate increasing amounts of green vegetation. Moderate values
represent shrub and grassland (0.2 to 0.3), while high values indicate temperate and tropical
rainforests (0.6 to 0.8). NDVI values near zero and decreasing negative values indicate non-
vegetated features such as barren surfaces (rock and soil) and water, snow, ice, and clouds.

eStation2_es2_version=2.0.0

eStation2_frequency=eldekad

eStation2_input_files=/data/ingest/g2_BIOPAR_NDVI 201501010000 AFRI_PROBAV_V2_ 1.ZIP;

eStation2_mac_address=6c:ae:8b:52:77:d2

eStation2_mapset=SPOTV-Africa-1km

eStation2_nodata=-32768

eStation2_product=vgt-ndvi

eStation2_product_version=proba-v2.1

eStation2_provider=VITO/Copernicus

eStation2_scaling_factor=0.001

eStation2_scaling_offset=0.0

eStation2_subdir=vgt-ndvi/proba-v2.1/SPOTV-Africa-1km/tif/ndv/

eStation2_subProduct=ndv01 is represented below:
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4.3.1 PCs synchronization

Data synchronization

The data synchronization between PC2 and PC3 is part of a more general mechanism of data sync

implemented by the Supply #1 Contractor (TPZF/TAS) as described in the MESA Station Administration
Manual (RD-3) in paragraph 6.5.

In particular, the directory hosting the EO datasets ingested and derived on the eStation (normally
/data/processing/)is synchronized from PC2 to PC3 every 30 minutes.
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DB synchronization

The eStation database contains two schema dedicated to the User operation: the ‘products’ and the
‘analysis’ schema. The ‘products’ schema (see paragraph 3.3.3) is composed by 17 tables hosting all
information related to the products definition, the datasource definitions, the data processing services
(get, ingest and processing). An additional table, called ‘spirits’, is dedicated to the conversion of the
datasets to ‘SPIRITS’ format (optional).

The ‘analysis’ schema (see paragraph 3.3.3) is composed by 7 tables that defines the legends, their
association with the products, the languages (including the translation table ‘i18n’) and the timeseries
draw properties.

What it is

The rational for having two separate schemas is that, in Nominal mode, the User modifies the
‘products’ schema only on PC2, and ‘analysis’ schema only on PC3. Therefore, in the standard
condition, there is only need to ‘push’ the changes of ‘products’ from PC2 -> PC3 and the changes of
‘analysis’ from PC3 -> PC2.

The database synchronization is performed by the ‘Bucardo’ tool, which is an asynchronous master-
master replication system for PostgreSQL (see https://bucardo.org/wiki/Bucardo). Bucardo is installed
together with the eStation 2.0 application at the MESA install, and configured in the ‘Post Installation’
phase (add reference).

How it is configured

Bucardo is a service running in the background, and is completely independent from the eStation2
services. Its status can be checked by entering in a terminal the command:

bucardo status

The expected result is shown in Figure 47: note that the indication of the PID of bucardo MCP is the
actual proof that bucardo is running, and not only configured. The full list of the bucardo objects
created is displayed by entering the command:

bucardo list all

which reports the current setup of the machine (see Figure 48).

= adminuser@MESA-PC2:/var/www/eStation2 - 0 x
File Edit View Search Terminal Help

[adminuser@MESA-PC2 eStation2]$ bucardo status (=]
PID of Bucardo MCP: 20267

Name State Last good Time Last I/D Last bad Time

sync thispc | Good | Oct 16, 2015 17:52:40 | 94h 10m 46s | 2/6 | none |

[adminuser@ESA-PC2 eStation2]$ I

Figure 47: bucardo from the command line
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The key feature of bucardo we exploit on the eStation is the ‘sync’ object. Namely, a ‘sync’ exists, with
the same name (‘sync_thispc’) but different definition on PC2 and PC3.

ZAARAIFIZAR

BN REREE AR EREE

Figure 48: all bucardo objects

On PC2 the ‘sync’ copies ‘products’ table from the local database to the one of the other PC, while
on PC3 the ‘analysis’ table is synchronized.
In order to monitor the execution of the sync, the user can type in a terminal:

bucardo status sync_thispc
which returns the latest successful execution of the sync, the current start (Good), the number of

tables involved in the sync and a number of ancillary information on the ‘sync’ definition, including
the ‘Autokick’® attribute, which is set by default.

adminuser@MESA-PC2:/var/www/eStation2

File Edit View Search Terminal Help

(]
[adminuser@MESA-PC2 eStation2]$ bucardo status sync_thispc
Last good : Oct 16, 2015 17:52:48 (time to run: 1s)
Rows deleted/inserted 12/6
Sync name : sync_thispc
Current state : Good

Source relgroup/database : sync thispc / mesa thispc
Tables in sync 1 16

Status : Stalled
Check time : None
Overdue time : 00:00:00
Expired time : 00:00:00
Stayalive/Kidsalive : Yes / Yes
Rebuild index : No
Autokick : Yes
Onetimecopy : No
Post-copy analyze : Yes

Last error: H

[adminuser@MESA-PC2 eStation2]$ ||

Figure 49: status of bucardo sync

5 This attribute causes the sync to be executed automatically once a field of one of the involved tables is modified
in the ‘source’ database.
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How it works

Bucardo is an asynchronous replication system for postgresql, allowing multi-master and multi-slave
operations; it is free and open source software released under the BSD licence®.

On the eStation it is installed directly from the DVD on PC2 and PC3, and configured at the first run
of the machines, when both PC2 and PC3 are up and running and they ‘see’ each other.

A dedicated ‘bucardo’ database is created on both machines, where the configuration is stored; in
addition, a ‘bucardo’ schema is added to the ‘estationdb’ database, where all changed to each table
are recorded, in order to trigger the synchronization actions from one OC to the other.

6 See https://bucardo.org/wiki/Bucardo
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4.3.2 Description of the eStation .rpm

The eStation application is composed by 3 .rpm packages that are installed during the initial
installation and upgraded through EUMETCast dissemination. Beside the main ‘eStation-Apps’
package, two minor packages are distributed, containing the static layers for visualization and the
multilanguage documentation.

Package name

Purpose

Pre/post
installation actions

Target Directories

eStation-Apps

eStation 2.0 code
(python and.js)

e Configure the
machine (users,
db, directories)

e Symbolic links

/var/www/eStation2-2.X.X

(.pdf)

eStation-Layers eStation 2.0 static | None /eStation2/layers
layers (e.g.
Administrative
regions .shp)

eStation-Docs Documentation Symbolic links /eStation2/docs
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4.3.3 Database Description

As anticipated in paragraph 2.7.3, the estation database is composed by two main schemas: ‘products’
and ‘analysis’.

Products schema

The ‘products’ schema contains 17 tables whose definition and relationships are represented in Figure
50’.

Products schema

Product_Category Frequency

[category_id: VARCHAR [PK ] frequency id: varcHaR [P6CD} Y __ ginternet_Source

i i finkernet_id: VARCHAR [ PK
ldescriptive_name: WARCHAR [ &K ] fime_unit: ¥ARCHAR(L) Product Acquisition_Data_S = [P
e Frequency: FLOAT roduct_Acquisition_Data_Source - -
lorder _index: INTEGER. [ Ak ] defined_by: WARCHAR
Frequency _type: VARCHAR(1) producteods: YARCHAR [ PR ] Hescrintive_name: YARCHAR
ldescription: YARCHAR subproduckcode: VARCHAR [ PFK ] -, iy

escription: VARCHAR
Imodified_by: WARCHAR

7

version: WARCHAR [ PR ]
data_source_id: YARCHAR [PFK ]

% ______ 1 update_datetime: TIMESTAMP
defined_by: YARCHAR jurl: YARCHAR.

Product bype: VARCHAR user_name: VWARCHAR

lproductcode: YARCHAR [ PK] } aactivated: BOOLEAN lpassword: YARCHAR

lsubproducteode: VARCHAR [ PK ] store_original_data: BOOLEAN leypes: YARCHAR,

version: WARCHAR [ PK ] Date_Format Frequency_id: VARCHAR [ FK ]
77777 date_format: VARCHAR [PK ] _— lskart_date: BIGINT

efined_bry: YARCHAR | lend_date: BIGINT

definition: VARCHAR

lactivated: BOOLEAN
category_id: WARCHAR [ FK ]
product_type: YARCHAR

| linclude_files_expression: WARCHAR
Files_Ffilter _expression: YARCHAR
jstatus: BOOLEAN

descriptive_name: WARCHAR{255) Datasource_Description lpull_frequency: INTEGER
idescription: VARCHAR [datasource_descr_id: VARCHAR [ PK I — — ~¥datasource_descr_id: VARCHAR [FK ]
provider: YARCHAR Processj?‘roduct — —

Frequency_id: YARCHAR [ FK ] + sfojprocess_id: INTEGER [ PFK ] [Format_type: YARCHAR

Idate_format: YaRCHAR [ FK ] producteade: VARCHAR [PFK ] File_extension: ¥ARCHAR

lscale_factar: DOUBLE subproductcode: WARCHAR [ PRK ] Idelimiter: YARCHAR

lscale_offset; DOLBLE version: YARCHAR [ PFK ] idate_farmat: YARCHAR [ FK ]

nodata: BIGINT mapsetcode: VARCHAR [ PFK] ldate_position: VARCHAR ELVETE-ER S

Imask_min: DOUBLE I lpraduct_identifier: YARCHAR {—eumetcast_id: YARCHAR [PK]
Tr::!(\—;:;é:HaORUBLE activated: BOOLEAM E:gg_:leja?glttf n[riﬁggggR Filker_expression_jrc: VARCHAR
Hata_type Jd: VARCHAR [FK] zgi Egrfwlﬁwmcr—mn [FK] jarea_Lype: VARCHAR ;S.!Ej:-ugagg::\lmRCHAR
Imasked: BOCLEAN - . larea_position: YARCHAR H— — —3= ¥

i i start_date: BIGINT internal_identifier: YARCHAR

: 4 length: INTEGER Il
fimeseris.yols: VARCHAR end_date: BIGINT ;::;;cu?:nﬁyue‘ VARCHAR collection_reference: YARCHAR
] lproduct_release: YARCHAR 30’0"}/’:’_“ V.»Q\;C;CT‘?AR
release_position: WARCHAR escription;
release_lenath: INTEGER praduct_status: YARCHAR

Processing Inative_mapset: VARCHAR [ FK ] datefcre.at.mn: DATE
Data_Type process_id: INTEGER [ PE ] date_revision: DATE
data_tvpe_id: WARCHAR [ FK % [ date_publication: DATE
[ata-tyo= id: VARCHiR. [P ] tofned_y: vachen e Tt DOUELE
description: VARCHAR output_mapsetcade: YARCHAR [ FK ] east_hound_longitude: DOUBLE

activated: BOOLEAN north_bound_latitude: DOUBLE

|
| south_bound_latitude: DOUBLE
algorithm: YARCHAR. | provider_short_name: YARCHAR
| nricrity: VARCHAR | collection_type: YARCHAR
enabled: BOOLEAN | lkeywords_distribution: YARCHAR

ﬁ; % | keywords_theme: YARCHAR

\ |

\ |

\ |

I I

derivation_method: YARCHAR

Sub_Datasource_Description keywords_societal_benefit_area: VARCHAR

productcode: YARCHAR [ PFE ]
subproductcode: VARCHAR [ PRK ]
wersion: WARCHAR [ PFE ]
datasource_descr_id: YARCHAR [ PFK JEse-

jorbit_type: WaRCHAR

satellite: YARCHAR
satellite_description: YARCHAR
instrument: WARCHAR
spatial_coverage: YARCHAR

scale._Factor: DOUBLE thumbnails: YARCHAR
online_resources: YARCHAR
scale_offset: DOUBLE -I— e
distribution: ¥ARCHAR
na_data: DOUBLE Mapset ichannels: VARCHAR
mask_min: DOUBLE feode: VARCHAR [ PK thems_Produrt ks _access: VARCHAR
rnask_max: DOLELE mapseteods: red [thema_id: YARCHAR [ PFK ] alable Format: UARCHAR
ol i 1 posde et (71
reJ;xtract‘IVARCHAR descriptive._name: VARCHAR. = P napsetcode: VARCHAR, [ PFK ] typical_file_name: YARCHAR
L ! : description: VARCHAR i i average_fie_size: VARCHAR,
51 _WkE: VARCHAR Jactivated: BOOLEAN frequency: VARCHAR
Ingestion UPDEUE_fUﬂngi DOUBLE legal_constraints_access_constraint: VARCHAR,
productcode: VARCHAR [ PFK ] pixe_shift_long: DOUBLE legal_uss_constraint; YARCHAR
subproductende: VARCHAR [ PRE JFAE {—rotation_factor_long: DOUBLE legal_constraints_data_palicy: YARCHAR
version: YARCHAR [ PFK ] upper_left_lat: DOUBLE entry_date; DATE
mapsetcode: YARCHAR [ PFE ] pixel_shift_lat: DOUBLE reference_Ffile: YARCHAR
- rakation_factor_lat: DOUBLE datasource_descr_id: YARCHAR [FK ]
defined_by: YWARCHAR pixel_size_x: INTEGER.
lactivated: BOOLEAN lpixel_size_y: INTEGER. WaRCHAR [PK ]
weait_For_all_files: BOOLEAN Fookprint_image: CLOE

on: YARCHAR

input_to_process_re: WARCHAR
enabled: BOOLEAN

Figure 50: 'products' schema

The tables are arbitrarily grouped in categories in the following description, only for facilitating the
explanation.

7 With the exception of the ‘spirits’ table, which is represented separately in Figure 51.
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Definition’s Tables

These tables describe objects that are used by the eStation 2.0 data processing server, namely:
data_type : the type of data contained in raster files (Byte, Int16, and so on)

date_format: the various formats of the date and date-time fields of the EO products (YYYYMMDD
for daily products identified by a field like 20150101)

frequency: describes the frequency or periodicity of the EO products (e.g. ‘every 1 month’ or ‘2
per day).
product_category: the thematic category of the EO products: ‘rainfall’, ‘fire’, vegetation

indicators and so on.

Products, sources and mapset tables

The following tables define the ‘core’ objects of the eStation, i.e. the EO products, the sources they
are retrieved from, and the ‘mapset’ object.

product: defines all the EO products and subproducts processed by the eStation. For each
product — that is always defined together with its version — a ‘native’ subproduct
exists, one or more ‘ingested’ product and, optionally, ‘derived’ products.

datasource_description: describes a source of EO dataset, either from the EUMETCast
dissemination or an ftp/http server (every record is associated to a
record in the ‘eumetcast_source’ or ‘internet_source’). Main role of
the table is defined the filenaming of the ‘native’ (i.e. incoming) files.

eumetcast_source: defines the datasets disseminated by EUMETCast.

internet_source: defines EO products made available on the internet, on ftp or http sites. It
describes the type, url, credentials and directory structure of the site.

sub_data_source_description: defines the contents of the ‘native’ products, i.e. of the incoming files
in original format (HDF, netcdf, MSG). In particular, describes the
layers to be extracted from the files in terms of nodata, values scaling,
range, type of data, and so on.

mapset: defines a geo-referenced region and its projection

thema: the list of the MESA Thema, which correspond to the list of the Regional or Continental
Implementation Centres.

thema_product: establish the associations between the products and Themas, i.e. which products are
relevant for one Thema.

Service definition Tables

The following tables are used to define and control the get, ingest and processing services of the
eStation.

product_acquisition_data_source: establishes associations between the sources and the products, i.e.
which are the sources (at least one) a products is retrieved from. It
controls the get Services.
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ingestion: defines which ‘ingested’ subproducts have to be extracted for each mapset. It controls
the ingestion Service.

processing: defines a number of processing chains, i.e. which algorithms have to be applied for which
chain. It is complemented by the processing_products table. It controls the processing
Service.

processing_products: defined which subproducts are used, as input and output, for each processing
chain declared in ‘processing’ table.

Additional Tables

spirits: this table is presented separately, as it is an optional one, which configures the conversion
of datasets from the eStation 2.0 format to the SPIRITS one.

produck

productcode: YARCHAR [ FE ]
ubproductcode: WARCHAR [PK ]
[version: VARCHAR [ PK ]

defined_by: YARCHAR

activated: BOOLEAN

category _id: YARCHAR
product_tyvpe: WARCHAR
descriptive_name: WARCHARL255)
description: YARCHAR

provider: WARCHAR

spirits Frequency_id: YARCHAR
productcode: YARCHAR [ PRK ] date_format: YARCHAR
subproductcode: YARCHAR [ PFE ] k> scale_factar: DOUBLE

version: YARCHAR [ PFK ] sc?jlet_oFEsIthI:NDTOUBLE
no0aca:

mask_min: DOUBLE
mask_max: DOUBLE

unit: YARCHAR
data_tvpe_id: YARCHAR
masked: BOOLEAN
timeseries_role: YARCHAR

mapsetcode: YARCHAR [FK ] E— — — —
prod_walues: YARCHAR

Flags: YARCHAR

data_ignore_wvalue: INTEGER

days: INTEGER

start_date: INTEGER

end_date: INTEGER

sensor_kype: VARCHAR

comment: VARCHAR,
sensor_filename_prefix: WARCHAR
Frequency_filename_prefix: WARCHAR
product_anamaly_Filename_prefix: YARCHAR defined_by: YARCHAR
activated: BOOLEAN descriptive_name: WARCHAR
description: VARCHAR

srs_wkk: YARCHAR
upper_left_long: DOUBLE
pixel_shift_long: DOUBLE
rotation_factar_long: DOUBLE
upper_left_lat: DOUBLE
pixel_shift_lat: DOUBLE
rotation_factor_lat: DOLBLE
pixel_size_x: INTEGER
pixel_size_y: INTEGER
Fookprint_image: LONGYARCHAR

mapset
— — — ——{mapsetcode: YARCHAR [ PK ]

Figure 51: spirits table
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Analysis schema

The ‘analysis’ schema contains 7 tables, and is associated to the product table of ‘products’ schema.
Its role is mainly to host all parameters used in the visualization (Analysis tab).

Analysis schema

layers

timeseries_drawproperties

chart_drawproperties

laverid: BIGINT [P ]

laverlevel: VARCHAR{ED)
lavername: VARCHARIS0)
description: YARCHAR{2ES)
Filename: VARCHAR{SO)
laverorderidx: INTEGER

layvertype: VARCHAR{ED)
polygon_outlinecolor: YARCHAR(LL)
polygon_outlinewidth: INTEGER
polygan_fillcolor: YARCHAR(11)
polygan_fillopacity: INTEGER
Feature_display_column: YARCHAR(Z5S)

Feature_highlight_outlinewidth: INTEGER
Feature_highlight_fillzalor: waRCHARIL1)
Feature_highlight _fillapacity: INTEGER

Feature_selected_outlinewidth: INTEGER.
enabled: BOOLEAN
deletable: BOOLEAN

projection: YARCHAR(SD)
subrnenu: YARCHAR(SO)
menu: YARCHAR(SD)
defined_by: YARCHAR
open_in_mapview: BOOLEAN
provider: YARCHAR

Feature_highlight _outlinecolor: YARCHAR(1L)

Feature_selected_outlinecalor: YARCHAR{11)

version: YARCHAR [PE ]

productcode: YARCHAR [ PK ]
subproductcode: YARCHAR [ PK ]

chart_type: VARCHAR [ PK ]

chart_width: INTEGER

Litle: WARCHAR
unit: YARCHAR
min: DOUEBLE
max: DOLUEBLE
oposite: BOOLEAN

charttbype: VARCHAR
linestyle: YARCHAR
linewidth: TMNTEGER.
color: YARCHAR
vaxes_jd: YARCHAR
title_color: ARCHAR

agaregation_min: DOUBLE
lagaregation_maz: DOUBLE

tsnarne_in_legend: YaRCHAR

laggregation_type: YARCHAR.

chart_height: INTEGER
chart_title_font_size: INTEGER
chart_title_font_color: YARCHAR
chart_subtitle_font_size: INTEGER
chart_subtitle_font_color: YARCHAR,
vaxel_font_size: INTEGER
vaxeZ_fonk_size: INTEGER
legend_font_size: INTEGER
lzgend_font_colar: YARCHAR
caxe_Font_size: INTEGER
axe_font_color: VARCHAR
vaxe3_font_size: INTEGER

background_legend_image_filename: YARCHAR(SD) i18n

languages

abel: VARCHAR(ZSS) [ PK ]

langrode: YARCHARIS) [PK ]

eng: LOMGYARCHAR
fra: LOMGYARCHAR
por: LONGYARCHAR,
langl: LOMNGYARCHAR,

legend_step

legend_id: INTEGER. [ PFK ]
From_step: DOUBLE [ PK ]
bo_step: DOUBLE [ PK ]

color_rgb: WARCHAR(11)
color_label: YARCHAR(Z5S5)
group_label: YARCHAR]255)

langz: LOMNGYARCHAR
lang3: LONGYARCHAR

legend
legend_id: INTEGER [ PE ]

legend_name: WARCHAR(1O0) [ Ak ]
step_tvpe: VARCHAR(EO)
min_value: DOUBLE

maz_value: DOUBLE

min_real_walue: YARCHAR(ZO)
max_real_value: LONGYARCHAR
colorbar: LOMGYARCHAR

step: DOUBLE

step_range_from: DOUBLE
step_range_to: DOLUELE

unit: vARCHAR(30)

langdescription: YARCHAR{ED)
active: BOOLEAN

from Products schema

product

productcode: YARCHAR [ PE ]
subproductcode: YARCHAR [ PE ]

product_legend
productcode: VARCHAR [ PFRK ]

subproductcode: YARCHAR [ PRK PP
version: YARCHAR [ FFE ]
legend_id: INTEGER. [ PFK ]

default_legend: BOOLEAM

Figure 52: 'analysis' schema

version: YARCHAR [ PK ]

defined_by: WARCHAR
activated: BOOLEAN
category_id: WARCHAR
product_type: YARCHAR
descriptive_name: WARCHAR(Z55)
description: YARCHAR
provider: WARCHAR
Frequency_id: VARCHAR
date_format: WARCHAR
scale_Factor: DOUBLE
scale_offset: DOUBLE
nodata: BIGIMT

mask_rmin: DOLUBLE
mask_ma: DOUELE

unit: YARCHAR(Z147433647)
data_type_id: VARCHAR
masked: BOOLEAN

tirmeseries_role: YARCHAR

i18n: Contains all language definitions, i.e. how to translate all labels
and texts of the GUI in various languages.

languages: Lists the languages supported by the system and defined in i18n

legend: Defines ‘legends’ or ‘color palettes’, i.e. which values are

assigned to given ranges of the products. It is used for
rendering the EO products in Analysis.

legend_step:

to a color.

Define all ranges of a legend, i.e. associate each interval/range

product_legend:

Associates the

products to the legends.

layers:

defined vector

layers

vector layer properties of all the supplied vector layers and user

timeseries_drawproperties:

The draw properties of the available time series datasets and
the yAxe definitions

chart_drawproperties:

matrix, etc.

Contains the properties of the different chart types, default,
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5. TROUBLESHOOTING

This section describes the most common issues/errors in the system, and how to deal with them.

5.1 THE ESTATION 2.0 WEB INTERFACE IS NOT DISPLAYED

If the eStation GUI is not displayed in the Firefox browser (e.g. an ‘Internal Error’ message is
represented), the administrator has to:

e Check if apache is running: control the status of services as described in the RD-3 document
in paragraph 6.1.
If the apache service is not running, start as indicated in RD-3 document in paragraph 6.2.

e Check the apache logfile: open a terminal and type the command:

tail /usr/local/src/tas/eStation_wsgi_srv/error.log
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